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Introduction

The International Monetary Fund is at a crossroads. Its apparent power to
dictate broad programs to sovereign nations has never before been greater. In
the year 2000 alone, sixty countries participated in IMF programs intended
to promote international financial stability and national prosperity. Yet, in
the aftermath of the East Asian financial crisis (1997–8), where financial
instability in Thailand, Indonesia, Korea, and Japan, followed by Russia and
Brazil affected the lives of hundreds of millions of people and threatened
economic turmoil in the rest of the world, the IMF has come under close
scrutiny. Calls for its reform or even dissolution have come from across the
political spectrum.

The recent debate has largely focused on the question of whether the IMF
should be in the “development business.” That is, when providing loans
to developing countries, should the Fund impose specific policy prescrip-
tions (a practice called conditionality) to promote economic growth? At
one extreme is the International Financial Institutions Advisory Committee
(the Meltzer Commission), commissioned by the U.S. Congress in the after-
math of the East Asian crisis. It recommends that the IMF focus entirely
on crisis prevention and cease the practice of providing loans with pol-
icy conditions after a country has already entered into a crisis. A more
moderate view is taken by the Council on Foreign Relations, commis-
sioned by President Clinton, which does not advocate doing away entirely
with ex post policy conditions, but recommends that the IMF avoid long-
term reform programs and focus rather on short-term crisis management.1

Both these commissions – one put together by Republicans, the other by
Democrats – conclude that the IMF should not focus on promoting economic
growth.

1 For a review of these recommendations, see Willett (2001a) and Mosley (2001). Also see Jager
(2001). For a broader look at reform of the international financial system, see Eichengreen
(1999).

1



2 Introduction

But the promotion of “national prosperity” (IMF Articles of Agreement)
has long been a goal of the Fund. According to the former Managing Director
of the Fund, Michel Camdessus,

Our primary objective is growth. In my view, there is no longer any ambiguity about
this. It is toward growth that our programs and their conditionality are aimed. It is
with a view toward growth that we carry out our special responsibility of helping
to correct balance of payments disequilibria and, more generally, to eliminate ob-
structive macroeconomic imbalances. When I refer to growth, I mean high-quality
growth, not . . . growth for the privileged few, leaving the poor with nothing but empty
promises. (IMF Survey 1990: 235)

After the East Asian crisis, a new Managing Director, Horst Köhler, took
the helm at the IMF. Although Köhler has emphasized the importance of pro-
moting world financial stability, he continues to echo the views of his prede-
cessor, contending that “the IMF should strive to promote non-inflationary
economic growth that benefits all people of the world” (Köhler 2000). The
IMF is experimenting with some new lending programs in line with alterna-
tive views, focusing on ex ante rather than ex post policy conditions.2 Still,
the old lending windows, where loans are provided in exchange for policy
changes designed ultimately to promote growth, remain open.

Do these economic programs sponsored by the IMF succeed in promoting
economic growth? This question has been posed since the inception of the
IMF after World War II. Throughout its history, the Fund has faced what
economist Manuel Pastor (1987a, 1987b) calls the growth critique. In the
1950s, for example, opponents of tight monetary controls, designed by the
IMF to stabilize exchange rates and limit inflation, argued that these policies
stifled economic growth. As the Fund became more involved in the policies
of developing countries, scrutiny of its policies increased.

In the 1960s, and particularly in the 1970s when the United States went
off the gold standard and the fixed exchange system collapsed,3 the IMF
changed its focus from regulating currency to managing balance of payments
crises and assisting countries with market-oriented growth strategies. These
programs involved stabilization packages designed to address balance of
payments disequilibria. The strategy of the IMF was to lower demand by
cutting government budget deficits and raising interest rates. Many charged
that these programs were contractionary, but the IMF contended that its
policies favored growth in the long run.

With the onset of the Latin American debt crisis in 1982, the IMF faced
new criticism. Fixing the economic problems of the Third World was no
longer viewed as merely a question of stabilization. Rather, the fundamental

2 Such as the “Contingent Credit Lines.”
3 See Gowa (1983). Note that surveillance of exchange rates remains an important function of

the IMF. See Simmons (2000).
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structure and management of the economy was now seen to be at fault. In the
long run, stabilization was a futile task as long as the underlying problems
in the economy remained. Hence, the IMF began to require that countries
receiving foreign exchange assistance implement structural adjustment. In
the 1990s, the IMF stepped up the number of specific conditions it required
countries to meet. IMF opponents nevertheless continued to believe that the
policies of the IMF hurt growth, whereas the Fund argued the opposite.

The early empirical evidence seemed to slightly favor the Fund. Obviously
countries selected to participate in IMF programs had low growth, but this
appeared to be because these countries had problems to begin with. In study
after study, after one accounted for observable factors that led to participa-
tion in Fund programs, the IMF seemed to have no negative consequences
for economic growth (Reichmann and Stillson 1978; Connors 1979; Pastor
1987a, 1987b; Gylfason 1987; Killick 1995). The “growth critique” of the
IMF was pronounced dead (Pastor 1987a). Later, additional studies showed
that although the immediate impact of IMF programs might be negative, im-
proved growth resulted within three years (Conway 1994; Khan 1990). But
when the contagion of the East Asian financial crisis spread from Thailand
to Indonesia, Korea and Japan, then on to Russia and Brazil – even shaking
U.S. capital markets – the growth question resurfaced.

The importance of this question is clear. How well IMF programs have
performed indicates whether the Fund should be in the business of promoting
economic development. The purpose of this study is to apply a new method-
ology to the question of IMF performance. How does one assess the effec-
tiveness of IMF programs? The answer eludes straightforward observation.
Significantly, what one observes in the world is not a random experiment.
Governments enter into agreements with the IMF only under certain con-
ditions. Economically, they may have shortfalls in foreign reserves and high
levels of debt. Politically, they may have the will to change these situations.
As a result, observed outcomes are due in part to the effects of IMF policy
prescriptions and in part to the characteristics of countries entering into IMF
programs. To answer the important policy questions surrounding the IMF,
one must be able to identify what part of the outcome should be attributed
to circumstances under which countries find themselves and what part to the
effect of IMF policies under these circumstances.

Hence this study entails two related questions: Why do governments and
the IMF enter into agreements, that is, what is the mechanism of selection?
And what are the consequences for economic growth? To underscore the
importance of these questions consider the following. According to my “full
model” sample of observations (described at the end of this chapter), sixty-
seven out of seventy-nine countries participated in IMF programs during 465
of a possible 1,024 country-years from 1970 to 1990. While participating in
Fund programs, growth was observed to be lower by 2.35 percent per year
compared to observations of countries not participating. Cumulatively, this
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amounts to hundreds of billions of dollars of output. Was this outcome
entirely due to nonrandom selection or is some of the difference due to the
inherent effect of IMF programs?

a new approach and new findings

Because countries often turn to the IMF under bad economic conditions, it
is not surprising that countries participating in IMF programs experience
lower growth rates than countries not participating. To conclude from this
observation that IMF programs hurt economic growth, however, is akin to
concluding that aspirin causes headaches or that doctors hurt their patients.
People do not go to the doctor randomly. They often go because they are ill.
If one fails to account for the initial health of a patient, one may understate
the effectiveness of the doctor’s treatment and conclude that the treatment
hurts the patients.

Similarly, one must account for the fact that countries participating in
IMF programs have economic problems to begin with. That is why they
turn to the Fund. It turns out that if one compares countries participating
with countries not participating in IMF programs – under the same observed
conditions – the programs appear to have no negative effect on economic
growth. Study after study replicates this result.

These previous statistical evaluations of the effects of IMF programs have
all paid attention to the selection question, from early before-after studies
(Reichmann and Stillson 1978; Connors 1979; Pastor 1987a, 1987b) and
with-without studies (Gylfason 1987; Edwards and Santaella 1993), to more
recent work which corrects for observable determinants of nonrandom se-
lection of program countries (Khan 1990; Conway 1994). Each of these ap-
proaches makes implicit assumptions about what drives selection into IMF
programs. For instance, the before-after approach evaluates IMF program
effects by looking at the performance of countries before entering the pro-
gram and after the program ends. One problem with this method is that other
factors outside of the program may also change over the course of the pro-
gram. The with-without approach attempts to control for this possibility by
comparing the performance of countries with programs to the performance
of countries without programs. A problem with this method, however, is
that countries entering into programs may be systematically different from
countries that do not participate in programs. Methods that correct for the
observable determinants of selection begin to address this problem by sepa-
rately estimating the probability that countries participate in programs and
then including the probability of participation in the subsequent analysis.4

4 For an excellent formal presentation of what can go wrong with each of these methods when
evaluating IMF programs, as well as some empirical results, see Goldstein and Montiel (1986).
I return to these methods with greater detail in Chapter 5.
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None of these studies, however, accounts for the possibility that unob-
served factors may also play a role in selection and performance.5 How
can unobserved factors influence the apparent effect of IMF programs on
growth? Consider once again the analogy of doctors and their patients. Not
all people go to the doctor when they are sick. People who are highly mo-
tivated to stay healthy may go to the doctor with more frequency, whereas
people with low motivation may ignore health problems. One may not be
able to observe “motivation,” but it may play a role, not only in determin-
ing who goes to the doctor, but also in who fares the best. Suppose highly
motivated people get well faster than people with low motivation, indepen-
dent of treatment. If one fails to account for unobserved motivation, one
will mistakenly attribute the effects of motivation to the doctor’s treatment,
overstating its effectiveness.

Unobserved factors may play a role in determining which countries par-
ticipate in IMF programs and which do not. Consider “political will” as
an example. When a country fails to persevere in a program, the Fund
often claims that the government lacks the “political will” to continue.
Graham Bird, a prominent scholar of the IMF, observes, “The IMF has fre-
quently blamed the poor record of the programs that it supports on a lack of
‘political will’ to carry them through” (1998: 90). As an example, consider
Norman Humphreys’ (author of The Historical Dictionary of the Interna-
tional Monetary Fund) assertion,

Fund-supported adjustment programs have had mixed success, with failures coming
mainly as the result of internal political will . . . in the last analysis the elements of
the program and the timing of their implementation must rest with the national
authorities of the country in question. (1999: 17–18)

Note that by blaming a lack of political will when programs fall apart, one
implies that countries persevering throughout a program do have political
will.6

Despite constant references to a failure of political will, however, the IMF
is notoriously bad at defining exactly what the term means (see Bird 1998 for
a discussion; also see Nelson 1990). Humphreys seems to indicate that it has
something to do with a government’s timing in following prescribed policies.
Bird (1998) conjectures that it may have something to do with the govern-
ment’s commitment to the program. Perhaps Fund officials are referring to
the competence of the government and its advisors, or to the government’s

5 Goldstein and Montiel note that unobserved variables can play a role, but they do not attempt
“a vigorous implementation” of the method (1986: 338). They refer readers to Heckman
(1979) “for a description of the appropriate procedure” (1986: 325–6). The Heckman ap-
proach is precisely the methodology employed in this study.

6 Stokes (1996: 6) cites examples of countries who implemented reform packages which “actu-
ally went well beyond the advice of international economists.” She claims the program itself
sends a signal to private lenders of the government’s “political will” to economic reform.
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reputation or its publicly unobserved negotiation posture with international
creditors. Alternatively, it may refer to other, as yet unnamed, factors. The
bottom line is that there is some factor that observers close to IMF pro-
grams – the Fund officials themselves – claim systematically determines both
selection into IMF programs (perseverance) and their outcomes (program
failures).

This has important implications for the evaluation of the effects of IMF
programs. Suppose the Fund continues signing agreements only with coun-
tries that have high levels of political will. If political will also affects eco-
nomic growth, then one will overstate the effectiveness of IMF programs
if one fails to control for this unobserved determinant of participation and
performance. The Fund may not be involved just with the “basket cases,”
but, in particular, with the basket cases that want to do better.

Other unobserved factors may also affect the decision of a government to
participate in an IMF program. “Trust,” for example, can play an important
role in selection and performance. IMF riots in the Dominican Republic,
Egypt, Ghana, Indonesia, Jamaica, and elsewhere underscore the importance
of trust in being able to persevere through an IMF program. Governments
that do not enjoy a certain level of societal support may be less likely to
continue participation.

At the same time, trust is a form of social capital that may also indepen-
dently influence rates of economic growth (see Fukuyama 1995; Levi 1998).
As Putnam suggests, trust “can improve the efficiency of society by facil-
itating coordinated action” (1993: 167; cited in Levi 1998: 83).7 But if a
labor force feels that it is paying unduly for the costs of an IMF adjustment
program, or that the program is imposing unnecessary hardships, efficiency
may suffer. Mistrust of this sort manifests itself violently in riots and ran-
sacking of supermarkets, but there are many less obvious ways in which it
may have effects under IMF programs, such as worker slowdowns.8 Antici-
pation of this may make a mistrusted government less likely to bring in the
IMF. The governments that actually do turn to the IMF may systematically
enjoy higher levels of trust, which may in turn facilitate the success of a pro-
gram. Thus, trust in government may affect selection into and performance
of IMF programs. Although there are many possible ways one might attempt
to measure such a variable, there may always be some systematic component
that remains unobserved.9

7 Also see Coleman (1988, 1990), Dasgupta (1988), and Hardin (1993).
8 See, for example, Scott (1985).
9 Whereas Solow (1995) argues that measurement of social trust “seems very far away,” Knack

and Keefer (1997) use survey data from 29 countries to develop indexes of trust and trust-
worthiness in societies. They find that these “social capital variables exhibit a strong and
significant relationship to growth.” Their data, however, cover just a few countries that have
participated in IMF programs for limited years.
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Overall, just because we do not observe all factors that affect selection and
performance does not imply that we should ignore them. As we will see, it is
possible and important to account for unobserved factors when addressing
an empirical question. It is particularly important in this setting, where one
can identify such factors a priori.

Given that participation in programs is not a series of random experi-
ments, how can one evaluate the effects of IMF programs? To tell a story
about the consequences of IMF programs, one must first tell a story about
the determinants of IMF program participation. Only after such determi-
nants have been identified can one distinguish between the conditions that
lead countries to participate in IMF programs and their inherent effects.

Yet, the selection problem has been largely ignored and misunderstood in
the literature on IMF programs. Consider what was said in a review of the
statistical findings on IMF programs:

From the research available it is probably legitimate to claim that we now have a
reasonable understanding of the overall effects of Fund-backed programs. But is there
a similar degree of consensus about the characteristics of user countries? (Bird 1996b:
1753)

These statements exemplify how the literature on IMF programs has put
the cart before the horse. One should ask questions about selection into IMF
programs before evaluating their overall effects. If one does not know “about
the characteristics of user countries,” that is, if one does not know what
drives program participation, then one cannot claim to have an understand-
ing of the effects of programs. Assessing performance entails understanding
selection. Thus, although the ultimate goal of this book is a narrow one –
to determine empirically the effect of IMF programs on economic growth –
I first address the question of selection: Why do governments and the IMF
enter into agreements?

The research strategy employed in this study to address the selection ques-
tion is triangular. I begin in Chapter 2 by selecting analytically significant
cases to explore potentially important features of selection into IMF pro-
grams. Chapter 3 develops these features into a coherent argument about
selection using formal models of why governments enter into IMF programs.
Finally, Chapter 4 presents statistical tests of the story to determine whether
a typical pattern of selection can be identified.

Telling a statistical story of selection into IMF programs is of central
importance to this study. A statistical story involves predicting different out-
comes from observed variables. Predictions are then compared to actual ob-
served outcomes. The difference between the prediction and the outcome is
the “error term.” This error term is the part of the story that is “unexplained”
or “unobserved” or perhaps random. Importantly, it is also a proxy for
the unobserved factors discussed earlier that may influence IMF program
participation.
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Chapter 4 tells a statistical story of selection into IMF programs, and
Chapter 5 tells a statistical story of economic growth performance. Each
story has its own error term or unobserved factors. These unobserved factors
may be “trust” or “political will.” If these factors are randomly distributed
across countries that participate and countries that do not participate in IMF
programs, then there will be no correlation between the error terms from the
selection and performance statistical stories. If the error terms are correlated,
however, then the unobserved factors are not randomly distributed across
the population of countries. A significant correlation indicates that the same
unobserved factors that drive selection into IMF programs also drive the
performance of economic growth. Once such a correlation is detected, one
can derive selection-corrected estimates of the effects of IMF programs. (A
more detailed description of the method is found in Chapter 5. The appendix
to that chapter provides the technical details.)

The results of this study are striking: after one controls for selection –
caused by observed and unobserved factors – IMF programs have a negative
effect on economic growth. The finding is robust to different specifications
and time periods. Ironically, this finding leads back to the question of selec-
tion: If IMF programs hurt economic growth, why do governments and the
IMF enter into these arrangements? The answer may have to do with the
way the negative effects are distributed. Thus, I consider the distributional
consequences of IMF programs in Chapter 6. It turns out that not everyone
is hurt in the short run by the adverse effects of IMF programs on economic
growth. Those persons who are worst off in a country, however, are doubly
hurt: Total growth slows and their share of income decreases. The conclusion
is clear: The IMF has failed to promote what Camdessus called “high-quality
growth” (IMF Survey A90: 235).

where do imf programs come from?

In 1944, forty-four countries signed the Bretton Woods agreement estab-
lishing the International Monetary Fund for the purpose of maintaining ex-
change rates for international free trade.10 When the world shifted away
from the gold standard in the 1970s, the old exchange system collapsed.
The new system did not need the IMF, and the organization faced a cri-
sis of purpose. The original purposes of the Fund, however, also included
“providing [members] with opportunity to correct maladjustments in their
balance of payments without resorting to measures destructive of national or
international prosperity” (de Vries 1986: 14).11 Thus, the IMF changed its

10 This summary follows de Vries 1986, Pastor 1987a, and Bird 1995. For a discussion of the
original purposes of the IMF, see Eichengreen (1996).

11 The IMF defines a country’s overall balance of payments as the sum of the current ac-
count, the capital account, and the financial account plus net errors and omissions. The
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major operation from regulating currency to managing balance of payments
difficulties, becoming more involved in the national policies of much of the
developing world.

The primary way in which the Fund intervenes in a country’s balance of
payments problem is by entering into an agreement with the government
whereby the Fund promises to provide a loan of foreign currency and the
government promises to make specific policy changes. Where does the IMF
obtain the resources required to provide these loans? Each country that is a
member of the Fund – there are currently 183 – contributes a deposit held by
the IMF. This “contribution,” which earns interest for the member, is called a
quota, and the size depends on the size of the member’s economy. The bigger
a country’s economy, the larger is the quota. The quota determines each
member’s share of votes. (Most Fund decisions require a 50 percent majority,
although some major decisions, such as adjusting a country’s quota, require
an 85 percent majority.) Thus, the larger the economic size of a country, the
greater the voting power, although officials claim that actual voting at the
IMF is rare, with most decisions being made by consensus.

The Fund uses the currency provided by quotas to lend to member-
countries facing balance of payments shortfalls or shortages of foreign re-
serves. In this respect, “the financial structure [of the IMF] is close to that
of a credit union [with] access to a pool of resources, which it can onlend
[sic] to member countries” (Fischer 1999). By providing countries with loans
during financial crises, the IMF plays the role of an international lender of
last resort. Such an option is designed to lower the risks of international
trade and thus encourage countries not to engage in beggar-thy-neighbor
trade policies and competitive devaluations of currency.

The existence of this lender of last resort, however, introduces moral haz-
ard concerns (see Bird 1995 and Fischer 1999). Moral hazard can occur
whenever there is insurance against bad outcomes and thus risky behavior is
encouraged (Spence and Zeckhauser 1971). In this case, shortfalls in foreign
reserves may arise from normal trading, but they may also arise from bad pol-
icy. If a government knows it has access to an IMF loan (a form of insurance),
it will have a weaker incentive to adjust its policies to avoid bad outcomes.
The loan simply ends up subsidizing the balance of payments deficit.

current account of the balance of payments is the credits minus the debits of goods, ser-
vices, income, and current transfers. The capital account refers “mainly” to transfers of
fixed assets and nonproduced, nonfinancial assets. The financial account is the net sum of
the balance of direct investment, portfolio investment, and other investment transactions.
Net errors and omissions reflect statistical inconsistencies in the recording of entries and are
included so that all debit and credit entries in the balance of payments statement sum to
zero. By construction (of net errors and omissions), the overall balance of payments is equal
to minus “reserves and related items,” the sum of transactions in reserve assets, exceptional
financing, and use of Fund credit and loans. For more, see International Financial Statistics,
published monthly by the IMF.
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How does one distinguish between a balance of payments problem due to
normal trading and one due to bad policy? The general view of the Fund is
that the ebbs and flows of reserves due to trading-as-usual may lead to small
balance of payments deficits, causing a government to draw on no more than
25 percent of its quota. Thus, a member can freely draw on other countries’
currency up to an amount equivalent to 25 percent of its quota whenever it
faces a balance of payments shortfall (Stiles 1991: 2). If a government needs
to draw on more than 25 percent, it is assumed that the balance of payments
deficit is due to bad policy. Consequently, in these cases the IMF calls for
policy changes as a condition of the loan.

The Fund has instituted four main types of arrangements that involve
policy conditions (or “conditionality”): the Stand-By Arrangement (SBA),
the Extended Fund Facility (EFF), the Structural Adjustment Facility (SAF),
and the Enhanced Structural Adjustment Facility (ESAF).

In 1952, the Fund designed the SBA to address temporary balance of pay-
ments deficits.12 On October 1, 1952, the Executive Board adopted a gen-
eral policy on SBAs: “[The Fund will consider requests for stand-by credit
arrangements] designed to give assurance that, during a fixed period of time,
transactions up to a specified amount would be made whenever a member
requested and without further consideration of its position” (Annual Report
1953: 50).13 The current definition found in the IMF Articles of Agreement,
which applies to all four types of arrangements, states that they are “a de-
cision of the Fund by which a member is assured that it will be able to
make purchases from the General Resources Account in accordance with
the terms of the decision during a specified period and up to a specified
amount” (Articles of Agreement: Article XXX b). When a government en-
ters into an arrangement, a certain amount of foreign exchange is set aside
for the duration of the agreement, hence the name, “Stand-by.” Provided the
country lives up to the agreed conditions, the government can draw on these
funds at scheduled intervals, purchasing hard currency with its own domes-
tic currency. The latter, held by the IMF, is subject to “repurchase” with
interest. The arrangement is thus thought of as a “loan” from the IMF, even
though the government is under no obligation to actually draw down any of
the foreign exchange provided.

12 This summary is based on Polak (1991). Jacques J. Polak was a member of the Bretton
Woods negotiations team (1944), is a former IMF economic counselor (1966–79), and a
former IMF Executive Director (1981–6) (Bradley 1991: 46–8).

13 The first transaction under this policy was announced May 12, 1952: “Finland might pur-
chase up to $5 million from the Fund at any time during the next six months” (Annual
Report 1953: 50). In fact, this agreement was not actually signed until January 1953, and in
the interim the first agreement with Belgium was signed on June 19, 1952. Under this agree-
ment, Belgium could purchase with Belgian francs the equivalent of up to US$ 50 million
in currencies held by the Fund. The agreement was renewable for additional periods of
6 months for the next 5 years (Annual Report 1953: 50).
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The SBAs – by far the most common type of program – are supposed to
last twelve to eighteen months. Even in the early years, however, countries
often signed consecutive agreements. From 1952 to 1962, countries entering
into agreements participated for nearly three years on average. And Belgium,
Colombia, Honduras, Nicaragua, and Paraguay were under SBAs for six
years straight, Bolivia for seven years, and Peru nine.

Recognizing that some balance of payments disequilibria required longer
programs, the Fund founded the EFF in 1963 to address medium-term
problems. In 1986, the Fund made concessional loans available to low-
income members through the SAF. Smaller concessional loans for high-risk
countries were made available in 1987 through the ESAF.14 Following the
East Asian crisis, the ESAF was replaced with the Poverty Reduction and
Growth Facility (PRGF), which is designed to allow more input in policy
conditions from the government of the country in question – to promote
greater “ownership” of programs – and to emphasize the importance of
government accountability.

How does the Fund provide loans through these windows without en-
couraging moral hazard? To address the problem of moral hazard, the Fund
requires an arrangement by which the executive entering into the agreement
promises to follow specific policy conditions in return for the loan. Thus,
governments do not have unlimited access to foreign exchange. If a govern-
ment finds itself in a deep financial crisis, it must sacrifice the sovereignty
of the country and submit to Fund conditions in order to receive a loan.
The government must change its “bad” policies to what the IMF views as
“good” ones.

Because balance of payments deficits are viewed as problems of exces-
sive demand, IMF conditions usually entail fiscal austerity (cutting govern-
ment services and increasing taxes), tight monetary policy (raising interest
rates and reducing credit creation), and currency devaluation (Taylor 1993:
41–2).15 Programs are intended to involve first stabilization, the “removal of
macroeconomically disabling balance of payments and fiscal gaps as well as
inflation,” followed by a presumed adjustment period which creates “con-
ditions for sustainable growth” (Taylor 1993: 41–2).

Governments entering into an IMF program are required to follow these
conditions and thus sacrifice some sovereignty in return for the IMF loan.
They are often viewed by domestic constituencies as “selling out” (Remmer
1986: 7). Hence, “Policy conditionality can be interpreted as a . . . penalty, as

14 The latter arrangements provide loans at below market rates, whereas the former arrange-
ments carry loans at “essentially market interest rates” (Polak 1991: 6).

15 Officials at the IMF have come to believe that some balance of payments crises are purely the
result of random shocks and are not due to bad policy. Hence, the Fund has created facilities
which provide unconditioned currency, such as the Compensatory Financing Facility and
the Oil Facility. Arrangements under these facilities involve no policy prescriptions, so are
not treated in this study as IMF “programs.”
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seen from the viewpoint of the borrower country’s policy makers” (Fischer
1999). Governments, it is assumed, do not want to pay these “sovereignty
costs” and have conditions imposed upon them.

In sum, one can think of an IMF arrangement as composed of two parts:
a “loan” and a set of “conditions” imposed by the IMF in return for the
loan. When an executive of a country enters into an IMF arrangement, the
Fund sets aside a certain amount of hard currency. The country can draw on
the currency at specified intervals as long as it lives up to certain conditions
set by the Fund. Note that while the IMF enters into agreements with the
national executive alone, policy changes required to comply with conditions
are made ex post. Disbursements of IMF loans are made over the course of the
agreement only if the Fund observes what it deems as sufficient policy change.

IMF arrangements are a strange and rare breed of international agree-
ment. “Ratification” of the agreement is not required ex ante. The IMF
recognizes the finance minister appointed by the executive as the country’s
“authority.” Thus, the Fund enters into agreements with this branch of gov-
ernment alone, even if the approval of other parties, such as a legislature,
are required for the policy changes laid out in the agreement.

why do governments and the imf enter
into agreements?

Conventional wisdom holds that governments enter into these agreements
with the Fund for a straightforward reason: They need foreign exchange
(Payer 1974; Haggard and Kaufman 1992; Taylor 1997; Bird 2001). They
do not want to sacrifice their sovereignty and have conditions imposed, but
they need the IMF loan and therefore accept IMF conditions because they
have no choice.

Thus, the emerging literature on selection into Fund programs has con-
sidered potential economic determinants of the decision to accept IMF con-
ditions. Significant disagreement exists, however, over the role of many of
these variables. For example, whereas Knight and Santaella (1997), Conway
(1994), and Edwards and Santaella (1993) do not find that the balance of
payments matters in determining selection, Santaella (1996) and Goldstein
and Montiel (1986) find that increasing the balance of payments deficit sig-
nificantly predicts participation. Regarding inflation, Edwards and Santaella
(1993) and Goldstein and Montiel (1986) find that higher inflation makes
countries more likely to participate in IMF programs. Yet, Santaella (1996),
Conway (1994), and Knight and Santaella (1997) find the rate of infla-
tion does not affect the chance of program participation. There is also dis-
agreement regarding the importance of terms of trade. Conway (1994) and
Santaella (1996) find that it is a predictor of participation, but Knight and
Santaella (1997) do not.

Reviewing previous studies, Bird (1996b) reports that there is consensus
regarding development, foreign reserves, exchange rate, and GDP growth.
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Low levels of development increase the likelihood of an agreement, as do
low foreign reserves. An overvalued exchange rate is reported to make
an agreement more likely. And low GDP growth makes a country more
likely to enter into an IMF program. High debt is also associated with
agreements (Santaella 1996; Knight and Santaella 1997; Conway 1994),
and high deficits in tandem with credit expansion are cited by Edwards
and Santaella (1993) and Santaella (1996) as making IMF programs more
likely.

The only noneconomic variable which has received attention is recidi-
vism. Knight and Santaella (1997) report that the dummy variable for a past
agreement increases the likelihood of another agreement; Conway (1994)
finds that previous participation lowers participation in subsequent years.

What about the political determinants of the decision of governments
to participate in IMF programs? Contrary to the conventional view that
governments turn to the Fund for a loan and do not want conditions imposed,
some scholars have observed that governments may want specific conditions
to be imposed upon them (Spaventa 1983; Remmer 1986; Vaubel 1986;
Putnam 1988; Kiondo 1992; Stein 1992; Edwards and Santaella 1993; Bjork
1995; Dixit 1996).

One argument for why governments desire conditionality is that they can
blame the IMF for unpopular policies. Remmer (1986: 7, 21) contends that
the presence of the IMF “allows authorities to attempt to shift blame for aus-
terity to the Fund” and that the “power of the IMF remains a useful myth to
explain difficult economic decisions.” Edwards and Santaella (1993: 425)
argue that governments facing domestic opposition to devaluation get the
IMF to do their “dirty work”: “By involving multinational bodies in the
decision-making process, local politicians can shield themselves from the po-
litical fallout associated with unpopular policies.” Generally, Vaubel (1986:
45) states, international organizations enable politicians “to shirk domestic
responsibility for unpopular policies.”

Note that “trust,” although perhaps not easily observed, is a factor in this
argument. A government can effectively use the IMF as a scapegoat only if
the population believes it. A skeptical constituency may not readily accept
that bad outcomes are entirely the fault of the Fund. Mistrusted governments
may therefore be less likely to turn to the IMF to use it as a shield.

A separate, but related argument, is that the IMF is used to “tip the
balance” in favor of economic reform. In Putnam’s (1988) seminal piece
on two-level games, he notes that “International negotiations sometimes
enable government leaders to do what they privately wish to do, but are
powerless to do domestically . . . this pattern characterizes many stabiliza-
tion programs that are (misleadingly) said to be ‘imposed’ by the IMF.”16

An executive may enter into IMF agreements to push through unpopular

16 Putnam’s argument about the IMF followed the work of Spaventa (1983) who was the first
to make this observation about IMF agreements.
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domestic policies – a phenomenon Gourevitch (1986) calls “the second image
reversed.”

How exactly does an IMF agreement help to push through unpopular
reforms? My argument follows Schelling’s (1960: 22) contention that “the
power to constrain an adversary may depend on the power to bind oneself.”
Suppose a reform-oriented executive faces opposition. By entering into an
IMF agreement, an executive ties its preferred policies of economic reform to
the conditions of the IMF. Note that the executive of a country can enter into
an agreement with the IMF unilaterally, but changing policy to comply with
IMF conditions may require the approval of other actors with veto power
(“veto players,” Tsebelis 1995, 2002). Bringing in the IMF raises the cost of
rejecting the executive’s proposals, because a rejection is no longer the mere
rejection of an executive but also of the IMF. A total rejection of the IMF not
only limits the credit that the IMF will extend to the country, it also sends
negative signals to creditors and investors. So politically, the IMF is brought
in to “tip the balance” (Bird 2001).

Note that the costs of rejecting IMF conditions are imposed on the country
as a whole, and they may be even higher for the executive than for the
opponents of economic reform. Thus, the strategy may be risky. But as long
as there are sufficient costs that the opponents of economic reform must also
bear, the strategy may be effective. The executive can push through more
of its reform program with the additional bargaining leverage that an IMF
agreement brings.

Note the role of “rejection costs” for this argument. It must be true that
failure to comply with an IMF agreement is costly to the opponents of eco-
nomic reform – in particular those with power to veto policy changes. The
argument does not require one hundred percent enforcement on IMF con-
ditions. There are many anecdotes suggesting the IMF may relax conditions
or continue to extend credit to a country that has not fully complied with
an IMF agreement.17 Still, noncompliance is often sanctioned. The most
obvious sanction imposed on a country is the restriction of access to the
IMF loan. This is a direct cost that a country risks when it does not com-
ply with an IMF agreement. One indirect sanction for rejecting IMF con-
ditions involves creditors. As Callaghy (1997, 2002) notes, organizations
such as the Paris Club, an informal group of creditor countries that resched-
ules country debt, almost always require that countries be in good standing
under an IMF agreement if any debt negotiations are to take place.18 Reject-
ing IMF conditions may, therefore, preclude debt rescheduling desperately
needed in many developing countries. A third form of sanction for noncom-
pliance occurs if investors withhold support from a country with a failed IMF

17 For a discussion of the problems of measuring compliance with international agreements,
see Simmons (1998).

18 See also Lipson (1986).
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arrangement.19 Thus, the IMF can punish countries for failing to live up to
conditions.

Note that the strategy of using the IMF to push through unpopular pol-
icy is only credible without perfect collusion between the executive and
the IMF. The IMF must be independent and willing to punish noncompli-
ance. Therefore, the decision making of the IMF must be independent of
the government’s decision for the threat of sanctions to be credible. Hence
the question, what motivates the Fund? With which countries does the IMF
choose to sign agreements? According to the “Conditions governing use of
the Fund’s general resources,” found in Article V, Section 3 of the IMF Arti-
cles of Agreement:

(a) The Fund shall adopt policies on the use of its general resources, including poli-
cies on stand-by or similar arrangements, and may adopt special policies for special
balance of payments problems, that will assist members to solve their balance of pay-
ments problems in a manner consistent with the provisions of this Agreement and
that will establish adequate safeguards for the temporary use of the general resources
of the Fund.
(b) A member shall be entitled to purchase the currencies of other members from
the Fund in exchange for an equivalent amount of its own currency subject to the
following conditions: . . . .
(ii) the member represents that it has a need to make the purchase because of its
balance of payments or its reserve position or developments in its reserves.

Thus, the IMF is conventionally thought of as a technocracy. Its task is to
sign agreements with countries facing low reserves or balance of payments
deficits and impose best policies to address the problems. A loan is held out
as the carrot, with conditionality as the stick. Some argue, however, that the
Fund may seek only to aggrandize its influence in the world without concern
for its mandate. Vaubel (1986: 52), for example, argues that “international
bureaucracies . . . try to maximize their power in terms of budget size, staff
and freedom of discretion and appreciate some leisure on the job.” The IMF
may simply seek to sign agreements with as many countries as it can to
extend its budget to the limit. If this is the case, the IMF may have little
incentive to punish noncompliance.

IMF officials are not shy about their desire to protect the budget.
Boughton, a historian for the IMF explains, “The main challenge for the
future is safeguarding the [IMF’s] identity and its resources, so that it can
continue to provide adequate support to its now universal membership”
(IMF Survey 1994: 222, emphasis added). IMF officials stress the importance
of safeguarding Fund resources and providing loans. And the fact noted

19 As Stone (2000: 2) observes, an IMF program “creates a focal point for investors to co-
ordinate their expectations.” Edwards (2000) finds that while increased investment is not
associated with compliance with an IMF agreement, decreased investment is associated with
a failed IMF arrangement.
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above – that balance of payments problems do not always precede IMF
agreements – indicates that sometimes the Fund bends the rules.

This does not mean, however, that the IMF is completely unaccountable.
Contrary to Vaubel’s “hard core” public choice approach to the institution,
Willett (2001b) argues in favor of a “soft core” approach, where the bureau-
cratic motivations of maximizing budgets are recognized, but so are mecha-
nisms of accountability. The IMF is formally accountable to the 183 member
countries that provide the organization with its resources. The G-5 countries
alone control nearly 40 percent of the total votes: United States (17.16 per-
cent), Japan (6.16 percent), Germany (6.02 percent), France (4.97 percent),
and United Kingdom (4.97 percent). Such a vote share can amount to over
60 percent of voting power when the potential winning coalitions that can be
formed are taken into account (Shapley and Shubik 1954: 791; see Vreeland
1997 for details). When the G-5 votes as a block, it wields tremendous power
over the IMF as a whole. Thacker (1999) argues that Fund officials respond
to pressure from its largest member, the United States, which has veto power
over the decisions requiring an 85 percent majority. Noting that market ap-
proval is of central importance to the Fund, Gould (2001a) argues that the
IMF responds mainly to the preferences of international financiers.

Fund officials do have private information about the negotiations held
with governments signing agreements, and this informational asymmetry al-
lows room for the Fund to extract rents. It may, in some cases, be able to
extend loans and impose conditions on countries that do not need them, or to
extend loans to governments that fail to comply with conditions, as Vaubel
contends. Accountability is far from perfect, and the bureaucratic motiva-
tions of budget and leisure maximization that Niskanen (1971) describes cer-
tainly drive Fund activities to an extent. But the Fund also faces constraints
and is ultimately held accountable at least by its most powerful members.
Otherwise, one might never observe cases of the IMF limiting access to credit
or imposing harsh conditions. Yet, in a study of fifty-nine IMF agreements,
Schadler (1995) found that the IMF restricted access to the agreement loan
thirty-five times. In other cases, notably Nigeria and Tanzania (described in
Chapter 2), the IMF has demanded such strict conditions that governments
have refused to sign an agreement.

As long as opposing veto players believe there is some possibility that
the IMF will impose “rejection costs,” a proreform national executive can
use this threat to push through unpopular policies. Once such an executive
signs an IMF agreement, opponents of economic reform face a new trade-off
between rejecting the IMF and accepting policy changes. When the trade-
off is stark, they may prefer the latter, and the proreform government can
push through more of its own preferred policies. Governments with high
“political will” to engage in economic reform thus have an incentive beside
the IMF loan to participate in IMF programs. Simply put, they may want
conditions to be imposed.
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the data

This story of selection into IMF programs will be explored in greater detail in
the next three chapters, culminating with a statistical story of selection. These
statistical results can then be used to evaluate the effects of IMF agreements
on economic growth. As noted above, I use a statistical technique to address
these questions of selection and performance because it allows me to account
for both observed and unobserved variables that may influence program
participation and program outcomes.

The statistical approach requires data from countries that both have and
have not participated in IMF programs under different conditions. A com-
plete list of the countries, years, and variables used in this study is available
in the appendixes to this book. Here, I describe the main variables of interest
for my two questions: Economic growth and participation in IMF programs.

Economic Growth

I take the data for economic growth from Przeworski, Alvarez, Cheibub,
and Limongi (2000). These data cover 135 countries from 1951 (or date of
independence) to 1990, and are derived from Heston and Summers’ (1995)
earlier work. Observations are organized into “country-years”: An obser-
vation is a measure of economic growth in a country for a particular year.
Economic growth is measured as percent change (from the previous year) in
gross domestic product (GDP). GDP is standardized in 1985 international
“purchasing power parity” (PPP) dollars. PPP dollars are normalized to en-
sure that the GDP of different countries are comparable. As of this writing,
the Przeworski et al. (2000) data stop in 1990. Although economic growth
data are available in PPP format for the 1990s from the World Bank, for
the period before 1990 the World Bank series is not highly correlated with
the data used in the Przeworski et al. (2000) study (ρ = 0.6). Thus, it is
questionable whether such data are reliable and I use data only up to 1990
in the main part of my analysis. Limited analysis of data from the 1990s is
included in Chapter 5.

Participation in IMF Programs

The main variable used throughout this study is participation in IMF pro-
grams. It is the dependent variable for the question of selection, and the key
explanatory variable of interest for the question of performance. This mea-
sure was collected from IMF Annual Reports and IMF Survey, a biweekly
publication of the Fund.

Unlike previous studies, which consider a “spell” of participation as the
duration of a single IMF agreement, I consider consecutive agreements as
part of the same “spell.” The reason for this is that governments almost
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always enter into more than one consecutive agreement with the Fund.
Although Stand-by Arrangements (SBAs) usually last about a year and the
other agreements are signed for one to three (or at most four) years, such
time limits on participation are arbitrary. The vast experience of countries has
been to sign consecutive agreements. The 678 agreements from my “large
sample” (described below) make up only 226 separate spells of consecu-
tive agreements. Only 9 of these spells span a single year.20 On the other
hand, 145 spells span 3 years or more. For example, South Korea spent
13 years under consecutive agreements from 1965 to 1977, Zaire 14 years
straight (1976–89), Liberia 15 (1963–77), Peru participated in consecutive
agreements from 1954 to 1971 (18 years), and Panama from 1968 to 1987
(20 years of consecutive agreements). And after a stint of 7 years (1961 to
1967), Haiti entered into agreements again from 1970 to 1989, for a total
of 27 out of 29 years. During the entire period between 1952 and 1990,
an average completed spell lasted 4.7 years; between 1971 and 1990 these
spells were longer, lasting on average 5.3 years. Consecutive agreements are
thus the rule, not the exception.

This study does not differentiate between type of agreement: SBA, EFF,
SAF, or ESAF. Polak (1991: 6) notes that sometimes an insufficient planning
period precludes one of the three long-term arrangements, and the Fund pre-
scribes a temporary SBA program, even though a longer program is more
appropriate and subsequently should be applied. Furthermore, he describes
the differences between the arrangements as they relate to the conditions,
timing, and size of the loan disbursements, but argues that the fundamental
objectives of these programs do not differ. Thus, in this study I consider only
whether countries are under or not under agreements without differentiat-
ing between type of agreement, following Santaella (1996) and Knight and
Santaella (1997). Note that out of 678 agreements, 598 of them are SBAs
(88 percent).

The IMF participation variable, like the growth variable and all other
variables used in this study, is organized into country-years, and is coded
1 if the country is participating during any part of a year and 0 otherwise.
Measuring this variable in terms of country-years introduces some error –
if a country enters a program on December 31, it is considered to have
been participating for the entire year. Other studies, however, using quar-
terly data when coding IMF programs (such as Knight and Santaella 1997),
produce observations highly correlated with my variable. Only 46 out of the
1,584 observations in common between the two samples are coded differ-
ently due to timing.

The total number of country-year observations available from the
Przeworski et al. (2000) study is 4,126. This includes 102 countries that

20 The nine instances are: Finland 1953, Iran 1956, Mexico 1959, Australia 1961, Yugoslavia
1961, Syria 1962 and 1964, Congo 1977, Nicaragua 1979, and China 1981.
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have signed 678 agreements and cumulatively spent 1,080 years participat-
ing in IMF programs. Obviously, other variables are used in the statistical
stories of selection and performance (see Appendix 1 to the book), but un-
fortunately, the coverage of these other variables is much less extensive. If
all the relevant selection variables are used, the sample size drops to 1,024
observations from 1970 to 1990 on 79 countries that have cumulatively par-
ticipated in IMF agreements for 465 country-years. Regarding the years lost,
some would argue that this is actually a more appropriate sample because
during the 1950s and 1960s the IMF was primarily engaged in monitoring
exchange rates and did not become extensively involved in the developing
world until the 1970s. Of the countries lost, most of them are from the
Communist world, where many countries were not even members of the
IMF, and the industrialized world, where participation in IMF programs has
been rare. So, perhaps this is an appropriate sample, but I would actually
prefer to use all the observations and drop them only when data are missing.
Thus, where possible, I use “stripped” or “large sample” models, where vari-
ables with missing observations are stripped from the specification so that
more observations can be used (n = 4,126). Otherwise, I use a “full” model,
where all relevant variables are included, but the sample size is reduced
(n = 1,024).

plan of the book

Evaluating the effects of IMF programs entails understanding selection. In the
next three chapters, I build a story of selection using narrative (Chapter 2),
formal (Chapter 3), and statistical (Chapter 4) approaches. I use the results to
control for nonrandom selection when I estimate the effect of IMF programs
on economic growth (Chapter 5). The surprising result is that the selection-
corrected effect of IMF programs on growth is negative. This finding is simply
too intriguing to forgo further analysis. Thus, I address the distributional
consequences of IMF programs, finding that the negative effects are not
evenly distributed (Chapter 6). This finding implies that IMF programs offer
a trade-off for some groups: growth decreases but share of income increases.
The worst-off in society, however, are certainly hurt in terms of income: IMF
programs lower growth and redistribute income away from them.
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Analytically Significant Cases

How should cases be selected? Exciting stories about new IMF agreements
unfold every week. When I first drafted this chapter in 1999, IMF agreements
with Russia, Brazil, Korea, and Indonesia filled the headlines. As I revise this
chapter in 2001, agreements with Argentina, Turkey, Kenya, and Guatemala
have emerged as top stories. From all the hundreds of IMF agreements that
have been signed in all the regions of the world, how does one select a few
instances to provide insight on the question of selection?

Note that a few anecdotes do not amount to much. To control for selection
when estimating the effects of IMF programs, a general, systematic story of
selection is required. But even though the ultimate test of the selection story
will be a statistical one, one may gain greater insight to the process of IMF
participation by selecting particular types of cases.1

If one were starting from scratch, one might want to start with a case
selected randomly, to find the most typical characteristics of participating
countries. But one does not have to start from scratch regarding IMF partic-
ipation. The conventional story of participation is that governments turn
to the Fund when they need an IMF loan. This assumption has led re-
searchers to consider the economic determinants of IMF participation. As
Chapter 1 describes, there is some consensus about the economic determi-
nants of IMF programs, but disagreement over some key factors remains. Per-
haps, therefore, consideration of cases that do not fit what might be expected
from specific economic indicators would shed light on different aspects of
selection.

Suppose one could measure the “need” a country has for foreign ex-
change. One could imagine different types of cases presented in Table 2.1.

1 For an excellent discussion on the purposes and limitations of case studies, see Huber (1996,
Chapter 6). Although Huber is mostly in agreement with King, Keohane, and Verba (1994),
there are some key areas of difference. Also see Geddes (1990) and Bates, Greif, Levi,
Rosenthal, and Weingast (1998).

20
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table 2 .1 . Participation in IMF agreements
according to need for an IMF loan

Participating Not Participating

Need for loan Cell 1 Cell 3
No need for loan Cell 2 Cell 4

table 2 .2 . Participation in IMF agreements according to lagged
foreign reserves

Country-Year Observations

Participating Not Participating Total

Reserves Low 414 413 827
lagged one year High 260 577 837

total 674 990 1664

“Reserves” are foreign reserves measured in terms of monthly imports. “Low” reserves is set at
less than 2.4 times monthly imports. This arbitrary cut-off point is the median level of reserves
of the 1,664 observations available on the 135 countries considered in this study, and also is
the average level of reserves for countries participating in agreements.
Source: World Bank (1998).

Cases found in Cells 1 and 4 of Table 2.1 would support the conventional
understanding that governments turn to the Fund when they need a loan.
Cases in Cells 2 or 3 would not: Countries that do not need foreign exchange
should not participate in IMF agreements, and countries that need foreign
exchange should participate. These latter cases, if they exist, may introduce
new factors about participation in IMF programs that should be considered.
Such cases may provide new analytical leverage over the question of IMF
participation.

To get a rough idea of where actual cases may lie in this matrix, I start with
“level of foreign reserves” as a proxy for the need for an IMF loan. There
are other measures of a country’s need for foreign exchange that the IMF
uses, such as the country’s balance of payments position, but the foreign
reserve position, measured in terms of monthly import requirements, is a
good starting point. Ultimately what matters to governments is whether they
have on reserve enough foreign exchange to continue to purchase necessary
imports. Other factors matter as well, and I address these when exploring
the specific cases below. The main test for all indicators is in the statistical
evaluations of participation in Chapter 4.

Table 2.2 divides 1,664 country-year observations of lagged foreign re-
serves available from the World Bank for 135 countries from 1951 to
1990 into four types: country-years with high and low reserves observed
participating or not participating in IMF agreements.
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Note that 60 percent of the observations in Table 2.2 are consistent with
the view that governments sign when facing a foreign exchange crisis (those
observations along the downward sloping diagonal). In 414 country-year
observations, reserves are low and the government participates in an IMF
agreement. In 577 observations, reserves are high and the government does
not participate in an IMF agreement.

But what about the remaining 673 observations? Why are there
260 country-years where governments have strong foreign reserves but
choose to participate in an IMF program the following year? Why are there
413 country-years with low reserves and no IMF agreement? The need for an
IMF loan may not be sufficient to explain these observations. Government
preferences over IMF conditionality may have been the deciding factor. To
gain analytical leverage over how the desire for IMF conditions may enter
into the decision-making process, I choose two stark examples from sets of
observations noted above.

Consider Table 2.3. This table identifies three types of cases (for countries
observed participating and those not participating): countries with extremely
low reserves, countries with typical reserves, and countries with extremely
high reserves. If one wanted to gather evidence in favor of the view that
governments turn to the IMF because they need a loan, one might start with
cases such as Nigeria, which is listed in Table 2.3 as having extremely high
foreign reserves and no agreement, or cases like Guyana, which appears as
one of the countries with extremely low reserves while under agreement.

Other cases may more clearly demonstrate different stories of partici-
pation: countries with extremely low reserves and no program, and coun-
tries with a program despite high reserves. For example, Table 2.3 identifies
Myanmar, Portugal, Turkey, and Uruguay as the most extreme cases of coun-
tries participating despite strong foreign reserves. Myanmar participated in
an IMF agreement in 1975 even though its reserves were extremely high in
1974: 9.1 times monthly imports. The Portuguese government signed an IMF
agreement in 1977 despite having reserves of 15.2 times monthly imports the
preceding year. Turkey had an overall balance of payments surplus in 1969
and reserves of 11.7 times monthly imports and signed an agreement in 1970.
All of these are good cases to study because none of the governments faced
the dire circumstances consistent with the foreign exchange crisis explana-
tion of IMF agreements. In fact, they did not even meet the requirements laid
out in the IMF Articles of Agreement for the use of Fund credits (Article V,
Section 3).

Uruguay is the most interesting case. In my “large sample” (n = 4,126), I
observe 102 countries that participated in 226 separate spells of IMF agree-
ments from 1952 to 1990. Uruguay in 1990 had the sixth strongest foreign
reserve position of all countries to enter into a spell of IMF agreements, and
the strongest reserves of any country ever to enter, with both a balance of
payments and current account surplus.
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table 2 .3 . Typical and extreme levels of foreign reserves

Lagged Reserves for Country-Years not Participating in IMF Programs

Extremely Low Typical Extremely High
(0.0–0.1) (3.8) (12.0–18.7)

Central African Republic Central African Republic Argentina 1980
1972 1982 Botswana 1987–9

Chad 1974 Colombia 1986 Colombia 1980–1
Congo 1984–5, 1989 El Salvador 1988 Iran 1980
Guyana 1989 Ethiopia 1971 Jordan 1971
Senegal 1975 Guatemala 1975 Malta 1968–84
Sudan 1986 India 1989 Nepal 1974
Tanzania 1983 Jordan 1982, 1984 Nigeria 1975

Malaysia 1982, 1986, 1990 Portugal 1969–71,
Myanmar 1989 1976
Nigeria 1978 Trinidad & Tobago
Papua New Guinea 1978–9, 1982

1979–80, 1983 Uruguay 1974
Paraguay 1990 Venezuela 1975–6,
Somalia 1976 1986
Thailand 1984
Tunisia 1972
Turkey 1975

Lagged Reserves for Country-Years Participating in IMF Programs

Extremely low Typical Extremely high
(0.0–0.1) (2.4) (8.6–15.2)

Benin 1989 Central African Republic Myanmar 1975
Congo 1986–8, 1990 1980, 1984 Portugal 1977,
Côte d’Ivoire 1981–90 Ecuador 1990 1979, 1983–4
Gabon 1978–88 Guatemala 1983 Turkey 1969–70
Guinea-Bissau 1987 Honduras 1980 Uruguay 1973,
Guyana 1982 Hungary 1984 1975–84, 1986–7,
Liberia 1981, 1983, 1985–6 South Korea 1977 1990
Madagascar 1980–1 Mauritania 1977
Panama 1982–3 Mexico 1984
Senegal 1982, 1985–6 Niger 1985
Somalia 1985 Romania 1976, 1983
Sudan 1982–5 Turkey 1983
Uganda 1981 Uganda 1984

Regarding the other type of interesting case, where countries do not par-
ticipate in IMF programs despite low reserves, Table 2.3 identifies the most
extreme cases: Central African Republic, Chad, Congo, Guyana, Senegal,
Sudan, and Tanzania. Congo, for example, averaged reserves of 0.1 times
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monthly imports in 1983 and went without the IMF in 1984 and 1985.
In 1988, Guyana also had reserves of 0.1 times monthly imports and sur-
vived 1989 without the IMF. Chad did not turn to the IMF despite reserves
averaging only 0.1 times monthly imports in 1973.

Of the remaining four examples from Table 2.3, the worst-off cases are the
Central African Republic and Tanzania which both averaged foreign reserves
of less than 0.1 times monthly imports in 1971 and 1982, respectively. I study
Tanzania in what follows because of greater availability of data about this
country than for Central African Republic, a country with a particularly
erratic government.

Because participation in an IMF program is a joint decision between the
government and the Fund, the reason that the government of Tanzania does
not participate may be because the IMF does not have a strong interest in
the country. The health of the Tanzanian economy does not have pivotal
consequences for world economic stability. In order to study a country in
which the IMF has a strong interest, I include an additional case: low foreign
reserves and high absolute balance of payments deficit.

Countries with large economies and balance of payments deficits have
a stronger negotiation posture with the IMF because their economic prob-
lems may have a greater impact on the world economy. Of the 413 ob-
servations of countries with low reserves and no IMF agreement from
Table 2.2, some come from countries that also had large balance of pay-
ments deficits. Among these observations, the largest balance of payments
deficits in absolute terms occurred in Brazil 1982; Egypt 1975–6, 1990;
Mexico 1982; Nicaragua 1989–90; Nigeria 1982; and Poland 1981–6. From
these cases, I choose Nigeria to study because it stands out as an inter-
esting case in other respects. It appears twice in Table 2.3 as having ex-
tremely high reserves in 1975 and typical reserves in 1978 without an IMF
agreement.

The two main cases used to explore how the utility of IMF conditions can
influence the decision to enter into an IMF agreement are:

1. The case observed with the highest level of foreign reserves participat-
ing in an IMF program: Uruguay 1990.

2. The case observed with the lowest level of foreign reserves not partic-
ipating in an IMF program: Tanzania 1983.

Can one generalize from such cases? Only statistical tests can establish
typical patterns about the population (see Chapter 4), but the analytically
significant cases presented in this chapter indicate that governments entering
into IMF agreements derive some benefit from IMF conditionality. The case
of Tanzania 1983 sets a minimum bound on the advantages derived from
IMF conditions, and the case of Uruguay 1990 indicates a range. Govern-
ments that enter into IMF arrangements derive more utility from condi-
tionality imposed by their IMF agreements than the governments with the
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strongest need for an IMF loan with no IMF agreement (Tanzania), and they
may desire conditionality to be imposed, as the case of an agreement with
no need for a loan illustrates (Uruguay).

Perhaps this seems trivial. Governments that turn to the IMF get some-
thing out of conditionality. This is consistent with the claims of IMF officials
that programs are successful when governments have “political will.” But
if political will is systematically related to both participation in programs
and the effects of programs, then one should account for this selection effect
when determining the inherent effects of IMF programs. Note that although
the governments’ desire for conditions may be discernible in detailed cases,
it may not be obvious how to quantify this desire across thousands of cases.
This does not mean that this unmeasured factor does not play a role in
selection and performance.

The purpose of exploring these cases in detail is to establish that in fact the
preferences of the governments over IMF conditionality were decisive. The
next section considers the case of Tanzania, followed by the case of Nigeria,
and finally the case of Uruguay. A brief conclusion follows.

tanzania

The case of Tanzania is the starkest example of a government that has a
strong need for an IMF loan but does not sign an IMF agreement. Such a
case is a clear illustration of a government that decides not to sign an IMF
agreement because it does not want conditions to be imposed.

Consider Figure 2.1. According to the level of foreign reserves in 1983,
Tanzania would appear to be a prime candidate for an IMF loan. Indeed, the
first part of Figure 2.1 illustrates that the early IMF experience of Tanzania
closely follows the conventional story of participation: Foreign reserves
dropped in 1974, and the government signed an IMF agreement the next
year. Reserves dropped again in 1978 and 1979, and the government signed
in 1980. What is strange about the case of Tanzania is that reserves continued
to drop, reaching an all time low in 1982, and yet the government allowed its
three-year agreement with the IMF to expire without signing another agree-
ment in 1983. Reserves remained extremely low in 1983, 1984, and 1985,
and the country ran a balance of payments deficit straight through this pe-
riod. It is even more remarkable that reserves could hit such a low when one
considers that Tanzania received much more foreign aid than other devel-
oping countries (see Lancaster 1999). From 1983 to 1985, the country was
truly in dire straits. The government did not return to the Fund, however,
until 1986.

Why did the government not sign when it needed the IMF loan? Was it be-
cause of conditionality? This question is particularly puzzling since Tanzania
had entered into previous agreements submitting to IMF conditions when it
needed foreign exchange.
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figure 2 .1 . Tanzania 1970–88: Foreign reserves (in terms of monthly imports).
Note: In all of the country-specific graphical figures throughout this chapter, a dashed
line indicates periods of time when the country was not participating in an IMF agree-
ment. Solid lines indicate the country was participating in an IMF agreement. The
dot markers (•) indicate the years in which IMF agreements (for Uruguay, some-
times consecutive agreements) were signed by the country. Unless otherwise noted,
the source of the data in all figures is World Development Indicators.

The 1975 Agreement

According to Campbell and Stein (1992: 1), “The IMF and the World Bank’s
stated goal of economic liberalization was publicly resisted in Tanzania until
1986.” Independence leader and President Julius Nyerere based his regime
on advocating a particular form of Tanzanian socialism that stressed in-
dependence from world powers. His famous Arusha Declaration, issued in
1967, called for egalitarianism, socialism, and self-reliance. The government
was accordingly reluctant to enter into IMF agreements.

When the government needed foreign exchange in the early 1970s, it
avoided IMF conditions for as long as possible by taking out loans from the
IMF that did not entail conditionality.

First, the government drew down the maximum amount of foreign ex-
change allowed without entering into a special arrangement. Recall from
Chapter 1 that all IMF member countries keep a specified amount of their
national currency – called the country’s quota – on deposit at the Fund.
The general view of the Fund is that the ebbs and flows of reserves due to
trading-as-usual may lead to small balance of payments deficits, causing a
government to draw on no more than 25 percent of its quota. Thus, a mem-
ber can freely draw on other countries’ currency up to an amount equivalent
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to 25 percent of its quota. If a government needs to draw on more than this
amount, the Fund assumes that the balance of payments deficit must be due
to bad policy, so it usually calls for policy changes as a condition of the loan
of foreign exchange.

When Tanzanian reserves plummeted in 1974, the government drew down
10.5 million SDR2 from the Fund – exactly 25 percent of its quota (IMF
Survey 1974: 86). This was the limit of what the government could take
without signing an agreement.

When the government faced further need of foreign exchange, it nego-
tiated an agreement from the Oil Fund Facility of the IMF for 6.3 mil-
lion SDR. The Oil Facility was designed to provide foreign exchange to
countries facing shortages due to the impact of increased petroleum prices
(IMF Survey 1974: 86). Because rising oil prices were viewed as a random
shock and not the result of bad policy, these agreements entailed no condi-
tions. Thus, the Tanzanian government was able to obtain foreign exchange
through this agreement without having the Fund impose conditions. The
government made a second Oil Facility purchase for 3.15 million SDR in
1975 (IMF Survey 1975: 77). In total up to this point, Tanzania had ob-
tained nearly 20 million SDR in loans from the IMF without submitting to
conditionality.

Economic problems persisted, however, and Tanzania finally entered into
a one-year stand-by arrangement for 10.5 million SDR in August 1975. The
IMF press release stated that the program was “in support of the govern-
ment’s economic and financial policies of expanding output and tightening
fiscal and monetary measures” (IMF Survey 1975: 254). Stein (1992: 63) re-
ports, however, that the actual conditions associated with the arrangement
were weak. The IMF required only that domestic credit usage by the public
sector be constrained. The government did not want any conditions imposed,
but it desperately needed foreign exchange. The IMF granted an agreement
with soft conditions, and the government accepted.

The 1980 Agreement

Four years later, foreign reserves plummeted again because of the Tanzanian
intervention in Uganda. Thus, the government returned to the Fund for
assistance in 1979.

This time, however, the Fund offered a severe package that the govern-
ment refused despite its shortage of foreign reserves. The IMF insisted on
restrictions over imports, foreign exchange and price controls, devaluation
of the national currency, and an end to the growth of the sizable public sector.

2 SDR stands for “Special Drawing Right.” This is a pseudo-currency used as a common
denomination for the foreign exchange held on deposit at the Fund. It is currently valued at
$1.25.
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Tanzania refused the agreement and walked away from the negotiation table
(New York Times: December 20, 1979):

Tanzania summoned its firmest socialist resolve and told the International Monetary
Fund to think again if it thought the country would compromise ideology for 300 mil-
lion desperately needed dollars.

President Nyerere announced, “People who think Tanzania will change
her cherished policies of socialism because of the current economic diffi-
culties are wasting their time” (New York Times: December 20, 1979). He
criticized the IMF for attempting to take advantage of the economic crisis to
cut public expenditures, freeze wages, promote the private sector, and reduce
the size of the state (Kiondo 1992: 24). In 1980, Nyerere cohosted, along
with President Michael Manley of Jamaica, a conference called the Arusha
Initiative, where governments criticized the Fund for forcing them to follow
austerity measures.

The need for foreign exchange continued, however. President Nyerere
used his prominence as a world figure to negotiate an IMF agreement with
weaker conditions. He also took advantage of a move by the new Managing
Director of the Fund, Jacques de Larosière, to reach out to Africa. Following
a series of personal communications between Nyerere and de Larosière, ne-
gotiations resumed (New York Times: September 4, 1980). The government
succeeded in getting extremely soft conditions.

According to the three-year arrangement, Tanzania would receive access
to 179.6 million SDR, equivalent to 327 percent of Tanzania’s quota (IMF
Survey 1980: 328). In return, the government had to do very little. It got
around devaluating the national currency by agreeing to “a joint Tanzanian-
IMF study of the exchange rate” (New York Times: September 4, 1980). The
other previously demanded conditions regarding foreign exchange and price
controls were abandoned.

The only actual demand the Fund made was that a ceiling be placed on
government borrowing. Yet, even this single condition was too much for the
government. It exceeded the limit on public borrowing, the IMF suspended
disbursement of loans, and the program fell apart by November 1980 (Stein
1992: 64).

At this point, Tanzania had only drawn on 25 million of the 179.6 million
SDR set aside by the 1980 agreement. As a condition for Tanzania to regain
access to the foreign exchange remaining under the arrangement, the Fund
demanded that the country meet a new list of conditions: a currency deval-
uation of 50 to 60 percent, reductions in the government budget deficit, a
freeze on wage increases, the removal of subsidies on gas and petroleum
products, increased interest rates, increased producer prices, and the re-
moval of import controls (Stein 1992: 65). Tanzania rejected these conditions
and allowed the agreement to expire in 1982 without entering a new IMF
program.
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figure 2 .2 . Tanzania 1980–6: Investment (percentage of GDP)

Tanzania did not participate in an IMF program in 1983 despite shortages
in reserves because the IMF demanded more conditions than the government
was willing to accept.

Note that rejecting the IMF appears to have been costly. Figure 2.2 shows
that once it became clear Tanzania would not renegotiate a new program,
investment dropped from 11.8 percent of GDP to 8.9 percent, the lowest level
since 1964. Still, the government preferred this alternative to complying with
IMF conditions.

The fact that Tanzania survived from 1982 to 1985 – at times with for-
eign reserves of zero – without signing an IMF agreement shows that if a
government is strongly enough opposed to IMF conditions, it will go the
crisis alone. The 1975 and 1980 agreements called for conditions that were
soft enough for the government to sign, but when the IMF demanded more,
the government abandoned ship.

The Negotiation Posture of the IMF

An IMF agreement involves a joint decision between a government and
the Fund. Tanzania did not participate in an IMF program in 1983 despite
shortages in reserves because the IMF demanded more conditions than the
government was willing to accept. Why did the negotiation posture of the
IMF become more severe after the 1980 agreement fell apart?

One reason is that in 1975, the Fund faced a loose budget constraint.
The number of countries participating in IMF programs had dropped from
thirty-two in 1969 to twenty-one in 1974. Recall that the IMF faced a crisis of
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figure 2 .3 . Total number of countries under IMF agreements. Source: Appendix 2.

purpose when the United States went off the gold standard. During this
period the negotiation posture of the IMF was weak, and it was willing to
grant soft conditions to the government of Tanzania. Essentially, the Fund
needed business.

In the late 1970s, the Fund gradually changed its major operations from
regulating currency to more strictly managing balance of payments diffi-
culties. The organization became more involved than ever before in national
policies. By 1980, the number of countries with IMF agreements had climbed
back up. The negotiation posture of the Fund was tougher, so Tanzania had
to work harder for lenient conditions. In 1981 and 1982, the number of
countries participating in IMF programs went up even further. By 1983, the
number of countries had reached an all time high. Figure 2.3 illustrates the
number of countries under IMF agreements from 1952 to 1990.

Furthermore, after the 1982 world debt crisis, the Fund was under more
scrutiny than ever before. Critics of the Fund began to argue that the sta-
bilization programs sponsored by the IMF did not go far enough – deeper
structural adjustment was needed. Thus, not only was the budget tighter, the
technocratic position of the IMF also became more severe.

When Tanzania failed to live up to the lenient conditions granted in
the original 1980 agreement, the Fund insisted on stricter conditions than
Tanzania had ever faced. The government considered these conditions too
severe and bailed out of the agreement.

Changing Views of Reform

When the 1980 IMF program fell apart, Nyerere undertook his own eco-
nomic initiative called the “National Economic Survival Program.” This
program, however, relied on mere directives to state entities and on moral
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exhortations to peasants and workers (Kiondo 1992: 23–4). The program
failed and Tanzania’s economic problems deepened.

Over the years from 1982 to 1985, the government of Tanzania changed
its views on economic reform. In 1982, it introduced a much more aggres-
sive program, the Structural Adjustment Program (SAP). Under the SAP, the
government implemented many of the measures called for by the IMF. The
currency was devalued, first by 12 percent in March and then by 20 percent
in July (Kiondo 1992: 24). By 1984, the government had removed subsidies,
raised producer prices, introduced new taxes to finance the budget deficit,
frozen certain civil service hiring, and devalued an additional 26 percent
(Stein 1992: 68–9).

Another important area of reform involved trade liberalization. The gov-
ernment allowed people to import goods with their own foreign exchange
and sell these imports domestically. This move opened an important area for
compromise between the IMF and the government since it effectively opened
a second window allowing the Tanzanian currency to operate on a dual ex-
change rate (Kiondo 1992: 26). Hence, this reform represented a further real
devaluation.

Other reforms were envisioned: adjusting marketing and produce prices,
cutting back government expenditures, reducing monetary expansion, and
improving the efficiency of the state sector. Yet, unable to garner enough
support from the members of the ruling (and only) political party, the Chama
Cha Mapinduzi revolutionary party (CCM), supporters could not push these
reforms through (Kiondo 1992: 24). As Kiondo explains,

One of the contradictions of the liberalization process in Tanzania was the constant
tug of war between those leaders in the government and party who wanted to re-
main true to the spirit of [Tanzanian socialism] and those who pushed for reforms.
(1992: 28)

This tug of war manifested itself in the struggle for leadership of the coun-
try. With the 1985 elections, Nyerere stepped down as president after more
than two decades. Ali Hassan Mwinyi became the new president. Although
he came from the same political party (the CCM) as Nyerere, Mwinyi – who
favored deeper economic reforms – represented a shift in the agenda of the
government.

Although the reform-minded Mwinyi was elected president of the coun-
try, the members of CCM reelected Nyerere – who still opposed economic
reform – as president of the party (New York Times: November 1, 1987).
Furthermore, they voted out two members of the CCM central committee
who supported economic reform (Matthews 1998: 1036).

Facing such resistance, Mwinyi was unable to bring about his reforms. As
Figure 2.4 shows, whereas the government deficit had been steadily reduced
with the implementation of the SAP from 1982 to 1985, the deficit shot up
in 1986, after Mwinyi took office.
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figure 2 .4 . Tanzania 1982–8: Government budget deficit (percentage of GDP)

Bringing in the IMF

Lacking support in his party to bring about further reform, Mwinyi brought
in the IMF. In September 1986, the president signed an 18-month agreement
with the Fund for 64.2 million SDR (60 percent of Tanzania’s quota at the
time).

Kiondo (1992) argues that the Fund was brought in to help push through
reform. The IMF acted as an ally for those supporting economic reform. Its
influence was used against the elements in CCM that opposed Mwinyi’s pro-
gram. Over time, “The owners of [foreign exchange] . . . gained supporters
in the party and the government while forging an alliance with the IMF and
the World Bank” (Kiondo 1992: 26). Therefore,

by the time of the IMF agreement [in 1986] there were elements in Tanzanian society
with an objective interest in the reforms. However, because they did not yet dominate
the state there was subterfuge in the approach taken by Tanzania in implementing
the reforms. Indeed, Tanzania’s reforms are implemented in secretive, unplanned,
and nondemocratic ways. (Kiondo 1992: 35)

Kiondo goes on to argue that “the IMF found domestic allies who in turn
found supporters within the state” (Kiondo 1992: 35).

How could an alliance with the IMF help push through the reforms?
On the one hand, the government could still argue that the country needed
foreign reserves. The need, in fact, was desperate (recall Figure 2.1). Further-
more, the IMF agreement increased the pressure to reform, since a failure to
do so would no longer be a mere rejection of Mwinyi, but a rejection of the
IMF. A rejection of the IMF would send a negative signal to creditors and
investors. Recall from Figure 2.2 how investment dropped when the 1980
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IMF agreement fell apart. A drop in investment would hurt all of Tanzania,
including those opposed to the IMF.

So even though Tanzania turned to the Fund because it needed foreign
exchange, the government also wanted IMF conditions to be imposed. As
Stein puts it,

Critics typically argue that the [IMF]’s policies tend to come at the expense of
‘socialist’ and nationalist governments’ autonomy to pursue their own agendas.
[However,] the IMF agreement with Tanzania is not inconsistent with the agenda
of the state. (1992: 59)

Tanzania did not sign in 1983 because, although it was able to get lenient
conditions in 1975 and 1980 when the IMF budget constraint was less bind-
ing, it could not get the conditions it wanted in 1983. The government lacked
the negotiation strength to get conditions from the Fund that were accept-
able. When the country needed an IMF loan but did not want IMF conditions
(1982–5), the government rejected Fund agreements. When the government
of Tanzania finally returned to the IMF, it did so not only because it wanted
foreign exchange but because it wanted conditions. The government sought
political support through IMF conditionality to push through its preferred
policies. The government finally signed in 1986 because its preferences over
conditions changed.

The question of negotiation strength raises another factor one should
consider when looking at countries without a program: How much does the
IMF care? According to the Fund Articles of Agreement, the IMF is charged
with facilitating “the expansion and balanced growth of international trade.”
Countries like Tanzania have a relatively small impact on the world economy.
The average GDP of Tanzania during the period 1983 to 1988 was 3.3
billion dollars (in constant 1987 U.S.$).3 The largest balance of payments
deficit that Tanzania had ever reported was 398 million in constant 1987 U.S.
dollars, which occurred in 1988. Such deficits are not likely to upset world
trade the way a large deficit will. This may have contributed to the decision
not to enter an agreement: the government could not negotiate for good
terms.

I now briefly consider a second case of a country with low reserves and no
IMF agreement, but a country with a strong negotiation posture, Nigeria.

nigeria

In 1981, Nigeria faced its worst balance of payments crisis ever: The current
account deficit and the overall balance of payments deficit had never been

3 For 1983–8. These are the only years for which the World Bank has data on this variable for
Tanzania. See World Bank (1998).
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figure 2 .5 . Nigeria 1970–90: Overall balance of payments (percentage of GDP)
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figure 2 .6 . Nigeria 1970–90: Current account (percentage of GDP)

higher, and foreign reserves were at the lowest level in almost a decade (see
Figures 2.5, 2.6, and 2.7).

In 1982, things really fell apart. The current account and balance of pay-
ments deficits widened, and foreign reserves continued to drop. As Callaghy
describes, “With the advent of the world oil surplus, oil production dropped
from 2.4 million barrels a day in 1979 to 1.2 million in 1982” (1990: 305).
Production had dropped to 370,000 barrels a day by February 1983. Like
many other countries in such dire straits, Nigeria had no choice but to turn
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figure 2 .7 . Nigeria 1970–90: Foreign reserves (in terms of monthly imports)

to the IMF for currency, accepting whatever conditions demanded. But it did
not. Why did the Nigerian government choose not to enter an IMF program?

Nigeria had never turned to the IMF. When British rule ended in 1960,
agricultural exports accounted for 70 percent of export earnings in Nigeria
(New York Times: December 13, 1986). Then Nigeria struck oil. Agriculture
was left by the wayside and by the 1980s petroleum accounted for 95 percent
of exports. Earnings from oil drove up the stock of foreign reserves in Nigeria
so that in 1974, Nigeria held the fourth highest ratio of foreign reserves to
imports in the world.4 Due to changing oil prices, the reserves level dropped
to a level typical in the world in 1978 (recall Table 2.3), but the country still
held a strong external position.

This kind of independence, as well as Nigeria’s status as the most popu-
lous country in Africa, was a great source of national pride. By 1983, out of
115 developing countries in my whole sample of data (n = 4,126), Nigeria is
one of only 27 countries that had never signed an IMF agreement. Submit-
ting to IMF conditions at this point would have been extremely unpopular.
Callaghy describes “vehement popular antipathy for the IMF” (1990: 269)
throughout Nigeria. The government would have taken severe criticism
from all segments of society for being the first Nigerian government to
submit to the Fund.5

4 In 1974, only Malta, Venezuela, and Uruguay had higher reserves in terms of monthly imports.
5 Even military dictatorships avoided the IMF. No government entered into an IMF agreement

until 1987, and when one finally did, it made certain to demonstrate that it was not bowing to
IMF conditionality. As Lewis (1996: 110), citing Olukoshi, notes, the government “publicly
repudiated the Bretton Woods institutions and unveiled a ‘home-grown’ package” before
finally turning to the Fund.



36 Analytically Significant Cases

The Nigerian government in the early 1980s was extremely vulnerable to
shifts in public opinion. The government that faced the decision of signing
an IMF agreement in 1983 was democratically elected and faced severe elec-
toral constraints. This government followed a military regime that began in
1966 and had been fraught with plots, coups, violence, and a civil war. The
period of dictatorship finally ended in 1979 when the military held elections.
Fragile democratic rule returned with the election of President Alhaji Shehu
Shagari.

When oil prices dropped in 1981 and 1982, Shagari proved reluctant to
go down in Nigerian history as the first leader to submit to the conditions of
the IMF. Recall that when economic problems first hit Tanzania, the govern-
ment accepted funding from the IMF that did not entail conditions. Nigeria
did the same. First, the government turned to its unconditioned reserves
tranche at the Fund (25 percent of its quota). Then the government obtained
additional foreign exchange from the unconditioned Oil and Supplementary
Financing Facilities designed to help countries through crises caused by ran-
dom shocks (Financial Times: June 10, 1982). These facilities did not entail
conditionality.

Although the government was reluctant to submit to IMF conditions, it
made some policy changes consistent with what the IMF would have re-
quired. For example, the president introduced sweeping import restrictions
(New York Times: August 22, 1983) and the central bank stopped issuing
letters of credit (IMF Survey 1982: 103). Shagari hoped that his limited re-
forms and the unconditioned loans from the IMF would be enough to help
the country weather the crisis. The crisis continued in 1983, however, and
the government finally approached the IMF for a stand-by arrangement in
April “despite the fact that all major sociopolitical groups were vehemently
opposed to doing so” (Callaghy 1990: 305).

The Fund was eager to sign an agreement with Nigeria because its balance
of payments deficit was so great: 2.989 billion 1983 dollars. Only Sweden
(5.481 billion 1983 dollars) and Poland (4.918 billion 1983 dollars) had
larger overall balance of payments deficits and no IMF program. The average
balance of payments position for the 119 observations available in my data
for 1983 was only 301 million 1983 dollars. The balance of payments deficit
in Nigeria was large enough in absolute terms to matter to many other
countries, and the IMF wanted the country under a program.

The IMF offered Nigeria two options: (1) a one-year stand-by arrange-
ment for 810 million SDR or (2) a three-year extended fund facility arrange-
ment for 2.43 billion SDR. Both these options entailed IMF conditions,
however. Negotiations broke down over three main issues: elimination of
petroleum subsidies, trade liberalization, and devaluation (Callaghy 1990:
305). The national currency of Nigeria, the naira, was considered by many
as a symbol of national sovereignty (Financial Times: August 16, 1983) and
was a particularly important issue.
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Because Shagari faced elections in August 1983 and the race was close,
the government had no intention of actually signing an IMF agreement at
this time. Entering into the IMF agreement, it was believed, would have
doomed Shagari’s reelection bid. Thus, while Nigeria and the IMF entered
negotiations and spelled out potential arrangements, the government made it
clear that it would not enter an agreement until after the elections. Refusing
to sign, in spite of the economic crisis, demonstrated national strength which
helped Shagari. The austerity measures that Shagari implemented might have
been otherwise unpopular, but because he did so without actually entering
into an IMF agreement, he won support for his program.

Shagari won reelection. The elections were accompanied by violence and
corruption, and Shagari’s margin of victory appeared inflated, but observers
agreed that it was a legitimate victory (New York Times: August 10–11,
1983). The first priority of the reelected government was to conclude an IMF
agreement (Financial Times: August 16, 1983). One month later the govern-
ment reached a preliminary agreement on a three-year extended fund facility
program.

With the reforms that Shagari had put forth on his own, only two stum-
bling blocks remained before this arrangement could be finalized: (1) the
continuing reluctance on the part of the government to devalue the naira
and (2) the budget constraint of the IMF.

With more countries under IMF agreements in 1983 than ever before
(forty-four, according to my data), the Fund had exhausted its resources and
needed to put any new arrangements on hold until it had increased member
contributions (New York Times: October 5, 1983). As the Fund lobbied for
an increased budget, the economic crisis deepened and the Shagari govern-
ment ran out of time. Shagari was deposed by the military on December 31,
1983.

There appear to be three major factors that prevented the conclusion
of the agreement before the Shagari government was toppled: the his-
tory of IMF agreements, the elections, and the budget constraint of the
Fund.

Note that as time ran out for the Shagari administration, the president
seemed to be coming closer to acquiescing to the Fund. But ultimately he re-
sisted because he opposed the conditions proposed by the Fund. This appears
to differ from what happened in 1986 when the government of Tanzania
finally entered into an agreement. In that case, the government wanted both
the loan and the conditions from the IMF agreement. Shagari publicly an-
nounced, however, that Nigeria would “not be dictated to” by the IMF
(Financial Times: August 16, 1983). He seemed to be in opposition to Fund
conditionality.

Privately, however, Shagari administration officials admitted to the Fi-
nancial Times that “the whole idea of bringing in the IMF is to get the
alibis to persuade the politicians of what we need to do” (Financial Times:
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August 16, 1983). The Nigerian government needed a loan, but, like the
Mwinyi administration in Tanzania, it also wanted conditions imposed. By
bringing in the Fund, certain members of the Shagari administration hoped
to put pressure on those elements within the government that resisted the
economic reforms.

Thus, once again, a government that is in economic crisis seeks an IMF
agreement not only for a loan but also for conditions to push through policies
that it prefers. In this case, the government seems to have wanted some
conditions imposed, but not devaluation.

Note that this may have been fortunate for the IMF, as this government
may have been a particularly bad one to have an agreement with. Callaghy
describes the policies of this government as “largely ad hoc and based on
political expediency” (1990: 305). As Foltz (1985: 5) argues, the proximate
reasons for the coup against the Shagari government “were the regime’s
corruption, economic mismanagement, and rigging of . . . elections – all three
at levels scandalous by even Nigeria’s tolerant standards.” The new leader
of the country, Major General Muhammadu Buhari, announced that the
coup was necessary because “the former regime did not have the discipline
or the will to arrest the deterioration of the economy” (New York Times:
January 18, 1984). It seems that this nonparticipant in IMF programs had
low levels of trust and political will and probably would have had inherently
poor performance with or without the IMF.

summary

The Tanzanian and Nigerian experiences of nonparticipation in IMF pro-
grams illustrate three factors which explain why some countries facing fi-
nancial crises choose not to enter IMF arrangements. First of all, govern-
ments may decide against an IMF arrangement if no previous government
has submitted to the IMF in the country’s history. The penalties for sacrific-
ing a country’s sovereignty by submitting to IMF conditions are high when
earlier governments have not done so. Second, governments may prefer to
wait until after elections before incurring sovereignty costs. The third factor
relates to the IMF’s decision. The Fund may be constrained by its budget
when attempting to sign an additional country.

The existence of these types of cases indicates that the mere need for a
loan is not sufficient for a country to turn to the IMF. But is it a necessary
condition, or do some governments turn to the IMF for other reasons? The
cases of Tanzania and Nigeria have demonstrated that governments not only
sign IMF agreements for the foreign exchange they provide, but also for
conditions.

To learn more about why governments turn to the IMF to have conditions
imposed, I turn to a different type of case study: governments that enter into
IMF agreements even though they have no need for an IMF loan.
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figure 2 .8 . Uruguay 1961–93: Overall balance of payments (percentage of GDP)

uruguay

In 1975, Uruguay’s balance of payments deficit doubled and the government
entered into an agreement with the IMF. This arrangement granted the coun-
try access to foreign exchange, provided the country comply with specific
conditions set by the IMF. Over the next decade, Uruguay remained under
IMF conditions, signing consecutive agreements. The balance of payments
position improved and in 1987, the government allowed its last agreement to
expire without entering into a new arrangement. After nearly twelve years,
Uruguay was finally free of IMF conditions.

Three years later, the overall balance of payments was in surplus, as was
the current account. Foreign reserves were also strong. The country had no
impending financial crisis requiring foreign exchange. But on December 12,
1990 the Uruguayan government signed a new agreement with the IMF.
Uruguay did not need an IMF loan. Why did the government sign?

Uruguay did not need foreign currency when it signed the 1990 agree-
ment. Of the $136.7 million provided by the fifteen-month stand-by ar-
rangement, Uruguay drew down less than 10 percent of the credit provided.
This amounted to about one-tenth of one percent of gross domestic product
(GDP). The overall balance of payments of Uruguay was in surplus in 1989
and 1990 (see Figure 2.8) as was the current account balance (see Figure 2.9).
Uruguay also held a strong foreign reserves position. The 1988 reserves were
10.2 times the average monthly import requirements. This level dropped to
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figure 2 .9 . Uruguay 1967–95: Current account (percentage of GDP)
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figure 2 .1 0 . Uruguay 1970–95: Foreign reserves (in terms of monthly imports)

7.7 by 1990 but remained strong by developing country standards. The
rest of Latin America held reserves of only 3.7 times average monthly im-
port requirements; reserves in Uruguay were more than double this (see
Figure 2.10).
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figure 2 .1 1 . Uruguay 1951–95: Inflation (percent change in consumer price index)
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But Uruguay faced other economic problems. From 1951 to 1990, infla-
tion averaged 47.9 percent per annum. In 1990, it was more than double
this, reaching 112.5 percent, the highest level since 1968 (see Figure 2.11).
Uruguay also faced severe foreign debt which had shot up in the early 1980s,
reaching 89.7 percent of GNP in 1985 (see Figure 2.12). Investment also
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figure 2 .1 3 . Uruguay 1951–90: Real gross domestic investment, private and public
(percentage of GDP). Source: Penn World Tables 5.6.
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suffered. After reaching a high point of 23.3 percent of GDP in 1979, in-
vestment fell almost every year thereafter (see Figure 2.13). By 1990, it had
dropped to 9.9 percent of GDP – the lowest level since 1969.

Uruguay faced low investment, high debt, and the worst inflation it had
seen in more than two decades. These economic indicators prompted the
push for economic reform from the newly elected (1989) administration of
President Luis Alberto Lacalle Herrera.

Under the IMF programs of the late 1970s, the budget deficit had been
eradicated (see Figure 2.14). However, no sooner had the budget gone into
surplus than government consumption began to rise. By 1981, government
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expenditures once again outpaced government revenue. Still under IMF pro-
grams, the government brought the deficit down again to less than 1 percent
of GDP in 1986, but it left IMF programs in 1987. After the country left IMF
programs, the deficit again began to grow. By 1989, it had reached 3 percent,
the highest deficit since 1984. Thus, the government sought to reduce the
size of the public sector – but it faced opposition.

Why Did Lacalle Need the IMF?

To understand why President Lacalle faced tough opposition, it is useful to
review the historical development of the welfare state in Uruguay as well as
the political institutions and parties that supported the large role of the state
in the economy.

Early in the twentieth century, Uruguay became one of the first welfare
states in the world and the first in Latin America (Mesa-Lago 1978, 1985;
cited in Filgueira and Papadópulos 1997: 363). Cattle and sheep products
drove export-led prosperity from the 1870s to the 1950s. The flourishing
economy generated government surpluses which “helped finance the devel-
opment of protected import substitution industries and the expansion of the
state apparatus” (Filgueira and Papadópulos 1997: 369).

A client-patron system developed where the political parties used the state
to redistribute resources to their constituencies. Filgueira and Papadópulos
(1997: 381) define this system as one “of redistribution of political goods
sustained by the material and regulatory resources of the state.” Thus, both
main parties, the Blancos and the Colorados, advocated a strong role for
the state in the economy, promoting state-owned enterprises, protectionist
policies, and generous social benefits.

Large segments of the population came to have a vested interest in main-
taining the welfare state due to “high levels of incorporation” (see Filgueira
and Papadópulos 1997: 368, 379). Labor unions, for example, lobbied for
high levels of labor protection. And the beneficiaries of the strong state were
not limited to labor. The percentage of public employment was high com-
pared to the rest of Latin America, and coverage from state service was largely
based on equal distribution, not concentrated on any particular group.

Thus, when the economy stagnated in the late 1950s and crisis exploded in
the 1960s, large blocs of voters opposed the austerity measures suggested to
cope with the difficulties. Both the Blanco and the Colorado parties found it
more convenient to continue doling out rewards to their political clientele
than to reduce state spending. With the resources of the state diminished,
the government turned to the IMF, entering austerity programs from 1961 to
1963 and 1966 to 1973.

The austerity measures suggested by the IMF mobilized opposition to
these reforms. Small left wing parties began to work together in the early
1960s (Gonzalez 1995: 152). In 1971, the “Frente Amplio” – a coalition
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of the parties of the left – was born and took 18 percent of the national
vote (Gonzalez 1995: 152). In addition to this success at the polls, outright
insurrection of the left wing in the late 1960s and early 1970s pressured the
government to resist austerity.

In the face of economic crisis and rising demands from the left, the military
took over in 1973, restricting legal political activities. The military govern-
ment slashed the budget deficit when it signed an IMF agreement in 1975,
and it continued to sign IMF agreements until stepping down in 1985. When
the military held elections for a new civilian regime, in November 1984, the
fiscal deficit had risen again. By this time, both the Blanco and the Colorado
parties had changed their views on the state’s role in the economy – they
wanted it reduced. The Colorado party won the presidency and pressed for
rapid liberalization, signing with the IMF in September 1985.

But with the end of dictatorship, opponents of IMF-style austerity were
allowed to organize legally again (Filgueira and Papadópulos 1997: 365).
Labor leaders called general strikes opposing the influence of international
organizations in domestic politics. The Frente Amplio reemerged. And thir-
teen of the most important associations of retirees formed the Plenary of As-
sociations of Retirees and Pensioners of Uruguay (Filgueira and Papadópulos
1997: 365). Overall, organizations representing retired persons and pension-
ers constituted about 20 percent of the total population, and an additional
10 percent were public servants (Rial 1986: 136).

In November 1989, in the first fully free election since 1972, the op-
ponents of economic reform did well at the polls. Frente Amplio gained a
presence in Congress and its candidate was elected mayor of the capital city,
which included 42 percent of Uruguay’s 3.2 million people. Nevertheless, the
reform-oriented Lacalle of the Blanco party took the presidency. Upon elec-
tion, Lacalle announced plans of economic reform “if necessary” (New York
Times: November 28, 1989). He talked of raising taxes and cutting public
spending. He wanted to privatize national industries, reform the state pen-
sion system, and reduce the size of the state.

But Lacalle had hardly received a mandate. His party received only
37 percent of the presidential vote (Schooley 1997), and Lacalle him-
self received only 22 percent (Financial Times: November 8, 1994).6 The
Colorados received 30 percent of the presidential vote, and Frente Amplio
received 21 percent. The main opposition party received nearly as many
votes as Lacalle himself, and overall, 78 percent of the electorate had not
voted for Lacalle.

In congressional elections, the Blanco party only won 40 percent of
the seats (Schooley 1997). The main opposition party, Frente Amplio, had

6 Until recent elections, Uruguay had a rare electoral system in which primaries and elections
were combined. The party with the most votes won the election, and the candidate with the
most votes from that party took office.
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enough seats in Congress to force Lacalle to form a coalition government be-
tween his Blanco party and the Colorado party. This coalition was tentative
at best: Lacalle “obtained . . . a vague agreement that did not create politi-
cally binding obligations, with non-political Colorado cabinet ministers. . . .
[T]he loose agreement was termed the coincidencia nacional, or ‘national
coincidence’ ” (Gonzalez 1995: 161).

There were three further reasons why the newly elected president needed
an international ally to get past domestic opposition: (1) institutional factors
leading to a lack of party discipline, (2) the patron-client promotion system
that failed to reward technocrats, and (3) the institution of the national
referendum.

Lack of Party Discipline. Lacalle could not depend on the loyalty of his
governing coalition. Gonzalez (1995: 147) explains that the electoral voting
system of “double simultaneous vote” weakened party discipline because
the system allowed for the expression of intraparty preferences at the voting
booth. Primaries and elections were held simultaneously. The party with the
most votes won the election and the candidate with the most votes from that
party took office. Thus, Gonzalez argues, “Candidates cannot rely solely on
their party; they must distinguish themselves from competitors within their
own party. They must develop at least a minimal organizational base of their
own” (Gonzalez 1995: 147).

Note this does not imply that there was no discipline or loyalty within the
party system. The intraparty preferences exacerbated by the double simul-
taneous vote system led to many distinct factions within the party.7 Since a
candidate not only depended on his party, but on his faction within the party,
ultimately legislators voted along “faction” lines (see Buquet, Chasquetti,
and Moraes 1999).

Patron-Client Promotion. Furthermore, Lacalle could not look to national
technocrats for support because there were so few of them in positions of
power. Promotion within political parties was based not on merit or train-
ing, but on patron-client relationships (Filgueira and Papadópulos 1997:
380). Thus, unlike other developing countries, the system did not promote
Western trained economists (IMF-style economists) to the upper echelons of
the parties.

National Referendum. Lacalle was also up against an additional institution
that could work against his reform efforts: the national referendum (Filgueira
and Papadópulos 1997; Lupia and McCubbins 1998). Opponents could
petition to have legislation put to a national plebiscite that could override

7 I am grateful to Juan Andrés Moraes for pointing this out.
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any reforms pushed through Congress. As Huber and Stephens (2000: 20)
point out, “the institution of the referendum constituted a veto point where
opponents of privatization could successfully mobilize.”

Not surprisingly, Lacalle faced difficulties right from the start of his ad-
ministration. Labor leaders called four general strikes and numerous smaller
strikes to oppose Lacalle’s policies, promising him “not one day of truce”
(New York Times: August 24, 1990).8 Six months into their terms, while
Frente Amplio’s mayor of Montevideo enjoyed 55 percent approval rating in
the capital, Lacalle’s nationwide approval was a mere 18 percent (New York
Times: August 29, 1990). Frente Amplio, labor leaders, and even members
of Lacalle’s coalition government opposed his program. Even members of
Lacalle’s own party publicly denounced parts of his economic policy.

By mid-1991, one of the president’s cabinet ministers resigned in protest
to the economic program. In January 1992, Lacalle decided to reorganize his
cabinet to increase support from within his government. The plan backfired.
No one was willing to participate in the government, and the president could
fill only three cabinet positions. Neither the Blanco nor the Colorado party
wanted to be associated with Lacalle’s program.

The administration correctly feared that so many compromises would
be necessary that economic restructuring would be diluted (New York
Times: August 24, 1990). Lacking the domestic political support to promote
his program of economic reform, Lacalle turned to an international ally:
the IMF.

The 1990 IMF Arrangement

The Lacalle government proved extremely eager to have IMF conditions im-
posed. Less than two weeks into his term of office, Lacalle announced the
preparation of a new letter of intent for an IMF agreement. He said he ex-
pected to sign the agreement within two weeks (Busqueda: February 28,
1990, Financial Times: March 13, 1990). This was mid-March. In July,
the Lacalle administration announced that the government had clinched an
eighteen-month stand-by arrangement for $150 million (Financial Times:
July 2, 1990). The arrangement had still not been signed, however. It was
not signed until December and it was for less money and fewer months than
the government had announced when it declared the deal “clinched.” Thus,
the statements of the government were premature and misleading. By an-
nouncing the agreement with the IMF early, however, Lacalle was able to
use IMF conditionality to push through reforms right away.

Note that the strategy of bringing in the IMF to help push through policy
is effective because the president can enter into the IMF agreement uni-
laterally. So although the opponents of reform policies with veto power

8 By the end of his term, Lacalle had faced eight general strikes.
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(“veto players”) may be able to block policy change, they cannot block the
IMF arrangement. And once the IMF conditions have been imposed, failure
to change policy becomes more costly for the country as a whole. Even for a
case such as Uruguay where the IMF loan was not needed, there were costs
associated with rejecting the IMF. Besides limiting access to IMF credit, re-
jecting the IMF sends negative signals to creditors (Callaghy 1997: 2001)
and investors (Stone 2002; Edwards 2000). Debt negotiations are virtually
impossible in the light of a canceled IMF agreement. Investors also pull out of
the country. As Stone (2000: 2) argues, IMF programs create “a focal point
for investors,” coordinating their expectations about a country. To avoid
these costs, opponents with veto power may be willing to accept more eco-
nomic reform than they would if they were not facing the costs of rejecting
the IMF.

The original announcement of the IMF letter of intent revealed specific
conditions attached to the loan. The Lacalle administration reported that the
IMF-sponsored program required increasing the value added tax by 1 percent
to 22 percent, raising the basic income tax from 17 percent to 20.5 percent,
and increasing the basic import duty from 10 to 15 percent (Financial Times:
March 13, 1990). A major goal of the program was to cut the fiscal deficit to
2.5 percent of gross domestic product. Under the guise of conditionality, the
government exceeded this goal, pulling off a budget surplus of 0.37 percent
for 1990 (recall Figure 2.14).

By effectively putting the country under IMF conditions ahead of schedule,
Lacalle successfully changed the balance of the budget by 3.4 percent of
GDP. Meanwhile, the IMF itself made no press announcement regarding the
stand-by arrangement until it actually began on December 12, 1990.

What did the IMF say about Uruguay’s need for a loan? The IMF made
no mention of the reserve position of Uruguay – perhaps because Uruguay’s
reserves were conspicuously strong. Regarding the balance of payments sit-
uation, the IMF highlighted that the agreement would help the government
to continue “strengthening the balance of payments” (IMF Survey 1991:
12–13). The Fund did not point out that Uruguay had maintained a balance
of payments surplus for the past two years and a current account surplus for
the past three.9

What did the IMF announce regarding Uruguay’s need for conditions?
The Fund “stated that its intention was to assist the government’s efforts to
strengthen public finances and tighten credit policy” (Economist Intelligence

9 The press release was misleading in other ways. Reviewing Uruguay’s economic history, it
stated that subsequent to strong growth and balance of payments surpluses in the 1970s,
economic performance in Uruguay had declined in the early 1980s. The press release leads
one to believe that the IMF addressed Uruguay’s economic problems for the first time with the
1983/4 program. It fails to mention that Uruguay was under IMF programs straight through
the period from 1975 to 1987.
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Unit Uruguay, Paraguay Country Report 1, 1991: 11). Officials attributed
the economic problems in Uruguay to a rising government budget deficit
(IMF Survey 1991: 12–13). Hence, a key element of the program was reduc-
ing the size of the public sector. The agreement also called for improving pub-
lic finances, linking public sector wages to the projected decline in inflation,
deregulating and privatizing public enterprises, greater reliance on market
forces to determine interest rates, and reorganizing the social security system
(IMF Survey 1991: 12–13). The last condition was not met during Lacalle’s
administration, but Uruguay complied with the other conditions of the
agreement.

The IMF never announced that the main reason for the arrangement was
to give Lacalle political leverage, but this was apparent to observers. The
Economist Intelligence Unit reported, for example,

having lost the support of the Partido Colorado [Lacalle] is likely to face much more
concerted opposition to his policies. Nevertheless, economic policies are likely to be
strengthened, not watered down. No longer needing to placate the Colorados, Sr
Lacalle will be able to be more forthright. He will be encouraged to be so, moreover,
by the IMF, now supporting the government’s policies with a stand-by agreement.
(Economist Intelligence Unit Uruguay, Paraguay Country Report 1, 1991: 6, empha-
sis added)

The “encouragement” of the IMF was a useful tool for the president.
When the 1990 agreement ended, the IMF declared the 1990/1 program a
success (IMF Survey 1992: 238–9). By raising taxes and cutting spending,
the government built on its 1990 budget surplus, increasing it to 0.91 percent
of GDP for 1991, the highest surplus recorded in Uruguay’s history (recall
Figure 2.14).

Despite ultimately giving Uruguay its seal of approval, the IMF stepped
up the pressure to reform the economy over the course of the arrangement.
For example, during the first half of 1991, the Fund withheld its approval
of the disbursement of $65 million in World Bank loans and $800 million in
Inter-American Development Bank loans that were to be used to buy
back foreign debt (Economist Intelligence Unit Uruguay, Paraguay Country
Report 3, 1991: 13). This increased the pressure on Congress to ap-
prove Lacalle’s proposed new taxes and adjustments to public and private
wages (Economist Intelligence Unit Uruguay, Paraguay Country Report 4,
1991: 14). Even though the Fund approved of the 1990/1 program, it noted
that public wages had gone over target by 5 percent, and insisted that they be
cut before it would enter into further agreements with Uruguay (Economist
Intelligence Unit Uruguay, Paraguay Country Report 1,2, 1992).

Some of Lacalle’s measures were not successful. He won the approval
of Congress for the controversial privatization of the last state-owned tele-
phone company. This measure was so unpopular that after it was passed,
opponents gathered the signatures necessary to hold a national referendum
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on the legislation. When put to the national electorate, the motion to repeal
the privatization legislation carried with a 70 percent majority of the voters.

This referendum highlights just how unpopular Lacalle’s policies were and
shows why he wanted IMF conditionality to be imposed. Lacalle needed al-
lies. The fact that he won the approval of Congress for a measure opposed
by more than 70 percent of the voters indicates that the IMF alliance may
have helped. The increased leverage from the IMF may not have been enough
to push through policies when put “directly to citizens on the basis of spe-
cific policy preferences” (Filgueira and Papadópulos 1997: 380), but it was
enough to get it past substantial opposition in Congress.

And note that 30 percent of the electorate voted yes in the referendum.
Lacalle was not entirely without supporters. Some groups actually benefited
immediately under the IMF program. Unfortunately – due to lack of data –
it is not easy to ascertain the distributional consequences of the 1990 IMF
agreement. The UNDP World Income Inequality Database (WIID) does not
report income inequality data for Uruguay after 1989. There is evidence,
however, that IMF programs in general redistribute income from the poor
to the rich (a finding treated more thoroughly in Chapter 6). In his 1987
study of IMF programs in Latin America, Pastor finds that “the single most
consistent effect the IMF seems to have is the redistribution of income away
from workers” (1987a: 89). Recently, Garuda (2000) confirmed this find-
ing, showing that the income distribution deteriorates for most countries
participating in IMF programs. This, in fact, was the case in Uruguay 1990.
Figure 2.15 illustrates the pattern using data from the labor share of income
from manufacturing.

In 1989, labor share of income from manufacturing was 25.8 percent.10

In 1990, the government entered into the IMF program. The economy ex-
perienced a contraction of −1.03 percent and earnings from manufacturing

10 Data on labor share of earnings from manufacturing were taken from World Bank (1995).
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dropped from $3,722 million to $3,667 million.11 Labor share of income
from manufacturing dropped to 23.1 percent. Thus, the income going to the
owners of capital increased from $2,762 million to $2,820 million. Despite
negative growth for the economy as a whole, the income of the owners of
capital increased by 2 percent. This group seems to have been better off with
the changes in policy.

The defeat in the referendum was a major defeat for Lacalle’s reform
program. It indicated extremely low public support for the continuation
of reforms. Yet, when the 1990 agreement with the IMF expired, Lacalle
signed another agreement in July 1992. This arrangement provided Uruguay
with $72 million, but nearly 70 percent of this loan went untouched. The
government used an amount equivalent to less than two-tenths of a percent
of GDP. Once again the government signed even though it did not need
foreign exchange.

For this agreement, although there was no immediate need for the loan,
the case can be made that there was a prospective need.12 The IMF explained
that certain policies of the program would hurt the current account surplus
because they called for opening the economy to imports (IMF Survey 1992:
238–9). By 1992, export duties were cut by more than half of what they
were in 1990 and import duties were also reduced. Recall, however, that
this prospective need was not the reason for the first IMF loan. Under the
1990 agreement, import duties were increased 5 percent.

Beyond the opening of the economy, the Fund reported frankly that the
goal of the 1992 program was to “consolidate gains made in the fiscal area”
(IMF Survey 1992: 238–9). And despite the lack of domestic support, Lacalle
implemented much of the reform program. In addition to what had already
been forced through, the president succeeded in ending the state monopoly
on insurance and pushed through port reform, as well as reprivatizing all
four banks absorbed by the previous administration and selling the last state-
owned meat packing plant (Financial Times: May 25, 1994). Lacalle lost the
big battles over social security13 and the sale of the telephone company, but
he won many other unlikely victories.

By the end of his term, Lacalle’s policies had gained the approval of in-
vestors and creditors. In May 1994, the Economist Intelligence Unit im-
proved the political risk rating of Uruguay. The change was issued because
of “continued efforts at structural reform by the Lacalle administration – and
its partial success – despite a hostile congress” (The Economist Intelligence
Unit cited in Financial Times: May 25, 1994).

11 Data on earnings from manufacturing were taken from World Bank (2000).
12 I am grateful to Beth Simmons for raising this possibility.
13 Social security reform was given up by this administration after four attempts to push it

through Congress achieved only minor changes in the system (Financial Times May 25,
1994).
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In particular, foreign direct investment experienced a dramatic increase
going from less than 0.01 percent of GDP in 1991 and 1992 to 0.74 percent
of GDP in 1993 and nearly 1 percent of GDP in 1994. Overall investment
grew every year after 1990, going from 12 percent of GDP in 1991 to
13 percent in 1992 to over 14 percent in 1993 and 1994. Economic growth
(percent of GDP) went from less than 1 percent in 1990 to 3 percent in 1991
and nearly 8 percent in 1992. Growth slowed to about 2.4 percent in 1993
but then shot back up to over 6.5 percent in 1994. (These figures come from
World Development Indicators 1997.)

As for the causal link between the IMF agreement and the economic
improvements, consider the following counterfactual: Had the IMF program
been rejected in its entirety, these improvements would not have come to
fruition. The IMF would not have issued the 1992 press release declaring
the 1990 program a success, and a negative signal would have been sent to
creditors and investors. Investment and growth would have suffered from a
rejected IMF program. This is not to say that growth and investment were
helped by the agreement, only that – given that an agreement was in place –
failure to meet the IMF conditions would have hurt. Whether growth would
have been higher or lower without any participation in an IMF arrangement
is the subject of Chapter 5.

conclusion

In this chapter, I show that the need for a loan is neither sufficient nor
necessary for a country to enter into an IMF agreement. Countries in eco-
nomic crisis with dire need for foreign exchange may negotiate with the
IMF, but governments must weigh the domestic audience costs of surren-
dering national sovereignty to the Fund. These costs may depend on easily
observable measures such as a country’s history, the prospect of an election,
or whether other countries are participating in IMF programs. “Trust,” al-
though not easily measured or quantified, may be another factor. Despite
an economic crisis, a government will weather the storm without the Fund,
as did Tanzania from 1982 to 1985 and Nigeria from 1983 to 1986, if the
costs of the agreement outweigh the benefits.

The most important lesson of this chapter is that governments have an
ideal level of conditions that they want the IMF to impose. Some governments
will only negotiate for and accept agreements with weak conditions, as did
Tanzania in 1975 and 1980. Sometimes governments want more stringent
conditions to be imposed. Entering IMF agreements enables governments to
increase the cost of rejecting unpopular economic policies, particularly for
slashing the government budget deficit by raising taxes, cutting spending, and
privatizing state enterprises. This was seen in Tanzania 1986, Nigeria 1987,
and throughout Uruguayan modern history. In 1990 the Uruguayan govern-
ment had no need for the IMF loan and signed purely for the conditions.
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This desire for conditionality may be exactly what IMF officials mean by
their common references to strong “political will.”

The IMF may or may not grant the ideal level of conditions the govern-
ment seeks. The Shagari administration tried to bring in the IMF to push
through certain policies, but the Fund insisted on one condition – devalua-
tion – that the government did not want and no agreement was reached. If a
government is willing to take on enough conditions, however, the IMF will
overlook its charge in the Articles of Agreement which states that agreements
are to be extended only to countries with balance of payments difficulties or
shortages in foreign reserves. In these cases, the Fund – seeking to maximize
its influence around the world – is a willing accomplice in pushing economic
reform past domestic resistance.

Thus, one can tell a richer story of participation in IMF programs than
one based purely on a need for an IMF loan: Governments face sovereignty
costs for submitting to IMF conditionality. These are the domestic audience
costs a government must pay when it turns to the IMF for assistance. They
depend on what past governments have done vis-à-vis the IMF, as well as
what contemporary governments around the world are doing. If sovereignty
costs are not too high, a government may turn to the Fund if it needs an IMF
loan. Whether the government actually signs depends on whether it can get
the conditions that it wants. Thus, the negotiation posture of the IMF, which
may depend on its budget constraint as well as on how important the IMF
considers the country in question, also determines whether an agreement
will be concluded.

Some governments want specific conditions to be imposed by the IMF. A
government may want the IMF to impose policy that it prefers because it
faces opposition. By attaching certain policies to an IMF agreement, the gov-
ernment raises the costs of failing to approve the policy because a rejection is
no longer merely a rejection of the government, but of the IMF. Rejecting the
IMF is costly since it sends a negative signal to creditors and investors. Thus,
debt and investment also determine whether the government will bring in
the IMF.

There are many factors involved in this story: preference over loans and
conditions, the negotiation posture of the IMF, sovereignty costs, and re-
jection costs. Does the intuition about the interaction of this plethora of
considerations hold up to rigorous logic? And, if so, what general impli-
cations can one draw from their interaction? To examine these questions
carefully, I use formal models to spell out this story in the next chapter.
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An Analytical Approach to the Politics
of IMF Agreements

The narratives in the previous chapter illustrate that, although some govern-
ments enter into IMF agreements because they need a loan, they also have
an ideal level of conditions they want to have imposed upon them as part of
the IMF agreement. Some governments, like Tanzania 1976 want a loan and
only weak conditions imposed. Others want both a loan and conditions, as
seen in Tanzania 1986 and possibly Nigeria 1983. Still others, like Uruguay
1990, do not need a loan and enter into the IMF agreement purely for the
conditions.

Why would a government want conditions to be imposed? I have ar-
gued that by entering into an IMF agreement, a reform-oriented executive
makes it more costly for domestic actors with veto power over policy (“veto
players”) to reject his preferred policies. Rejecting the IMF is costly – to the
executive as well as to potential opponents – because it limits access to IMF
credit (Schadler 1995) and sends negative signals to creditors (Callaghy 1997,
2002; Aggarwal 1996) and investors (Stone 2002; Edwards 2000). Callaghy
explains that debt negotiations are virtually impossible with a canceled IMF
agreement. Regarding investors, Stone (as noted before, 2000: 2), contends,
“When the Fund negotiates a stabilization program with a government that
imposes policy conditions, it creates a focal point for investors to coordi-
nate their expectations.” The country as a whole may suffer if the IMF is
rejected. To avoid these rejection costs, opponents with veto power over
policy may be willing to accept more economic reform than they would
otherwise.

This argument draws on the literature on two-level games. In Putnam’s
(1988) seminal piece on this subject, he draws attention to the “Schelling
conjecture”: by tying its hands domestically, a government may gain bar-
gaining leverage in international negotiations (Pahre and Papayoanou 1997:
9). Many scholars have studied this phenomenon from the bottom up.
They have found that domestic constraints can influence negotiations at
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the international level.1 But what about the flipside of the two-level game?
I consider the two-level game from the other direction; top down. Just as
domestic constraints increase bargaining leverage at the international level,
international constraints can increase bargaining leverage at the domestic
level. An executive may enter into IMF agreements to push through unpop-
ular domestic policies – a phenomenon Gourevitch (1986) calls “the second
image reversed.”2

Note, however, that the case studies of the previous chapter also show
that there are constraints on using this strategy. Sovereignty costs matter.
Opponents can accuse governments that turn to the IMF of bowing to the
forces of international capitalism or “selling out” (Remmer 1986: 7). This is
the other edge of what Remmer calls the “double edged sword” of bringing in
the Fund. Measuring “sovereignty costs” is not straightforward, but it may
have something to do with what other governments in a country’s history
have done, or other countries around the world do. When few other countries
enter IMF agreements or when a particular country does not have a history
of entering into IMF agreements, the domestic political costs for “selling
out” to the Fund and submitting to conditionality are greater. In Nigeria,
sovereignty costs were high enough to keep the country from entering an
agreement for many years, despite a desperate need of foreign exchange. In
Uruguay, where repeated participation in IMF agreements dated back to the
early 1960s, the sovereignty costs were lower.

The negotiation posture of the IMF also plays a role. At certain times in
its history, when few countries had IMF programs, the Fund has taken a soft
stance. When the IMF faces a tighter budget constraint, it may demand more
conditions from a government. The Fund also takes a tougher negotiation
posture with smaller countries than with those that have large, destabilizing
balance of payments deficits.

Thus, several factors play a role in the decisions of a government and
the IMF to enter into an agreement. What are the implications of the claim
that governments want conditions to be imposed upon them? How much
can increasing the “rejection costs” help a government seeking economic
reforms? When does this benefit outweigh the penalty of “sovereignty costs”?
How does the negotiation posture of the IMF mediate this?

1 For some examples, see Iida (1993, 1996), Mo (1995), Frieden (1995), Milner and Rosendorff
(1997), Pahre (1997), Gilligan and Hunt (1998), Leeds (1999), Mansfield, Milner, and
Rosendorff (2000), Martin (2000), and McGillivray (2002).

2 For more examples of tying hands arguments, see Elster (2000, 1990). Note that in my story
(below), an executive can use the IMF to push through economic reform because rejecting the
IMF is costly. Reinhardt (2002) shows that international institutions (in particular, the World
Trade Organization) may be used as commitment devices even if enforcement is not forth-
coming. Wolf (1999) argues that international institutions in general can increase executive
autonomy.
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figure 3 .1 . Conventional understanding of agreements

To consider these questions carefully, I develop formal models in this
chapter. Like the narrative work in the previous chapter, the models further
develop the story behind participation in IMF programs. The implications
are tested statistically in Chapter 4.

preferences over loans and conditions

One can think of an IMF arrangement as composed of two parts: a loan of
foreign exchange (L) and the conditions attached to the loan (C). The utility,
U, that a government derives from entering into an IMF program is therefore
a function of L and C: U = U(L, C). Conventional wisdom holds that gov-
ernments signing IMF agreements need foreign exchange, but do not want to
take on conditions. Hence, the government’s utility is increasing in L(UL > 0)
and decreasing in C(UC < 0) (subscripts denote partial derivatives).

To make these relationships clear, consider the map of government indif-
ference curves presented in Figure 3.1.3 The curves in Figure 3.1 represent

3 I assume that governments derive quadratic utility in Figures 3.1, 3.2, 3.3, and 3.5.
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iso-values of utility for the government. Along any single curve, the gov-
ernment is indifferent between combinations of L and C. But to maintain
indifference, the size of the loan must increase as conditions increase. Thus,
the government is indifferent between a small loan with low conditions and
a large loan with high conditions. As one moves up from curve to curve, the
government is better off, with the highest utility being obtained in the upper
left hand part of the figure. The government prefers an agreement with a high
loan and weak conditions attached. It is willing to accept more conditions
only if it can get a larger loan.

Under what conditions will countries enter into IMF agreements accord-
ing to this framework? Assume that the utility the government derives from
L depends on how badly the government needs the loan, or in other terms,
how low are its foreign reserves. The government gets more utility from the
IMF loan when its reserves are low because it is desperate for foreign ex-
change. Therefore, one should expect only countries with low reserves to
enter into IMF agreements.

The problem with this framework is that many countries which enter into
IMF programs may want conditions to be imposed. Hence, this framework
needs changing. Suppose a government wants some degree of conditionality
to be imposed by the IMF to gain domestic bargaining leverage. The gov-
ernment does not want the IMF to impose conditions that are too strict, but
there exists some ideal level of conditions that the government prefers. Let
the government’s ideal level of conditions be denoted by C∗. The utility the
government derives from an IMF program depends on L and C, as above,
but now UC is positive up to C∗, and negative beyond this point:

≥ 0 if C ≤ C∗

UC
< 0 if C > C∗

As in the first framework, the government prefers to enter into agreements
when foreign reserves are low and prefers a larger loan to a smaller one
(UL > 0). In this framework, however, the government also prefers a certain
level of conditions to be imposed. The ideal arrangement is one that provides
a large loan and imposes conditions equal to C∗.

Figure 3.2 serves to illustrate how the introduction of an ideal level of
conditions changes the shape of the government’s indifference curves. As in
Figure 3.1, the curves represent iso-utility values. Here, however, the gov-
ernment is happiest when C is set to C∗. Thus, in Figure 3.2, the govern-
ment’s utility increases as it moves upward and toward C∗. According to this
framework, a government with low reserves will still seek an IMF loan, but
a government desiring an IMF arrangement need not face a reserves crisis.
The government may seek an agreement simply because it offers conditions
close to the government’s ideal point, C∗.



Preferences over Loans and Conditions 57

0 C* C

L

Higher utility

figure 3 .2 . Governments may prefer to have some level of conditions imposed
upon them

Note that the framework in Figure 3.2 is just a generalization of the frame-
work in Figure 3.1. The previous framework simply represents a government
with an ideal level of conditions equal to 0: C∗ = 0. Yet, one could envisage
a continuum of governments with ideal points ranging across the spectrum.
Figure 3.3 illustrates four governments with different ideal points.

Now consider the preferences of the IMF over loans and conditions. Recall
from Chapter 1 that the IMF may have technocratic concerns (Gould 2001a,
2001b) and bureaucratic motivations (Vaubel 1986). If the IMF seeks to
maximize its technocratic influence in the world and its budget, it prefers to
impose as many conditions as possible for the least amount of money. Let
us suppose the IMF offers a simple linear menu of arrangements according
to L = b + qC, where L represents the size of the loan and C represents the
conditions associated with the loan.

The intercept-parameter b represents the budget constraint that faces the
Fund. The higher the value of b, the more foreign exchange the IMF has
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figure 3 .3 . Indifference curves of four governments with different ideal levels of
conditions

available to loan. For simplicity I have left out subscripts, but b should in
fact be subscripted for time, since the budget constraint of the IMF changes as
member contributions increase and as more or fewer agreements are signed.

The slope-parameter q characterizes the technocratic position of the Fund.
The intuition behind this parameter is that the IMF is willing to pay for
more conditions. If a country is willing to take on more conditions, it will
get a bigger loan. Countries that want fewer conditions get a smaller loan.
The q parameter determines just how much more foreign exchange the IMF
will loan as a government takes on more conditions. Again, for simplicity
the subscripts have been dropped, but q should be subscripted for time,
country, and government. The technocratic position of the Fund varies with
changes in its leadership and as criticism of the Fund waxes and wanes. The
technocratic position toward individual countries also varies depending on
changes in government and on the size of balance of payments deficits. In
particular, large countries with important economies will be able to get more
out of the Fund than smaller countries. This is because large economies have
more of an impact on world financial stability. Moreover, governments with
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tight budget with small loans
even for high conditions

figure 3 .4 . Two separate negotiation postures the IMF may adopt

more experience with the IMF may be able to negotiate for better terms than
governments new to IMF negotiations.

Figure 3.4 illustrates two different negotiation postures the IMF might
take. The higher line represents a particularly soft negotiation posture. The
budget constraint is weak, so the Fund has a lot of money to loan (b is high).
The technocratic position of the Fund is also weak, so the Fund concedes
very large loans as a country takes on more conditions (q is high). The lower
line represents a tough negotiation posture. The b parameter has been set at
0, indicating that the budget constraint is binding. The low q indicates that
governments must take on extreme conditions to get bigger loans.

Suppose there are two countries seeking IMF agreements facing the same
negotiation posture of the IMF. The government of one country prefers C = 0
and the government of the other prefers C = C∗. Figure 3.5 represents an
illustration consistent with these assumptions, demonstrating the types of
arrangements the two types of governments will choose.

The government which prefers no conditions (C = 0) will choose an ar-
rangement at point x, with low conditions and a small loan. The government
which prefers a higher level of conditions (C = C∗) will choose an arrange-
ment at point y with more conditions and get a larger loan.

Note that the government which prefers C = 0 will only turn to the IMF if
it needs a loan. Thus, this type of government will certainly have low reserves.
The government which prefers C = C∗ may or may not have low reserves.
Despite having high reserves, it may seek an IMF arrangement simply because
it wants conditions. The counterintuitive prediction which follows is that
governments with stronger reserves may get larger loans from the IMF.
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figure 3 .5 . Governments that prefer more conditions get higher loans

This is exactly what is observed. I use a simple OLS regression to explain
the size of an IMF loan on country-year observations for cases where a
country signed an IMF agreement.4 I expect that countries with stronger
foreign reserves positions get larger loans than countries with weaker reserves
positions. Table 3.1 presents the results.5

4 Data on foreign reserves and balance of payments are available for 334 out of the total of
678 separate agreements.

5 Clearly the set of countries receiving IMF loans is not a random sample. To correct for the
nonrandom nature of my sample, I estimate the expected size of the IMF loan given that
the government and the IMF want the agreement. I draw on the statistical results presented
in Chapter 4 and use the method of correcting for selection bias presented in the appendix
to Chapter 5. Essentially, I include an instrument to control for the government’s decision
to sign the agreement and a separate instrument to control for the IMF’s decision to enter
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table 3 .1 . Size of IMF loan according to foreign reserve position

Variable Specification 1 Specification 2 Means

CONSTANT 149.77∗∗ 1.0
(40.35)

RESERVES 24.30∗∗ 24.59∗∗ 2.2
(12.48) (9.76)

BOP −0.28∗∗ −361.4
(0.02)

E(LOAN) 204.18 207.80
(standard deviation) (534.25) (539.35)

Observations 334 327
Likelihood ratio test 0.003
F-test 0.005
Adjusted R-squared 0.01 0.47

∗ indicates significance at the 90% confidence level.
∗∗ indicates significance at the 95% level.
Note: Standard errors in parentheses. Independent variables are lagged one year.

The counterintuitive prediction is supported by the data. According to
the first specification in Table 3.1, reserves (the average annual foreign
reserves in terms of monthly imports) has a significant positive effect on the
size of the loan. Recall, however, that the negotiation posture of the Fund
may vary between countries and over time. Thus, in the second specification
I include in the regression the value of the country’s balance of payments
deficit in constant 1987 U.S. dollars. The second variable is included because
the mandate of the IMF is to promote stable international trade. I assume
that the Fund will provide larger loans to countries whose deficits are more
destabilizing. In other words, countries with larger balance of payments
deficits in absolute terms should get more money. This is intended to control
for different postures the IMF may take with different countries. To control
for possible time effects, I run the regression for fixed panel effects by year.
(Year-specific constants are not reported.)

The second specification shows that the result on foreign reserves holds
when one controls for balance of payments and time effects. On average,
for every additional unit of foreign reserves (in terms of average monthly
imports), a government will get an IMF loan larger by SDR 24.59 million.
The more intuitive prediction, that countries with larger absolute deficits in
the balance of payments get larger loans, is also supported by the data.6

into the agreement. These instruments are called hazard rates (Inverse Mill’s Ratio). See
Chapter 5 for details. The coefficients when hazard rates are included do not qualitatively
differ from what is reported here. They are available from the author upon request.

6 Statistical tests (both F-test and likelihood ratio tests) indicate that the sample is het-
erogeneous and exhibits fixed, year effects. There are not enough observations for the
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If one thinks of the IMF as a bank, one might not find it surprising that the
IMF provides access to larger amounts of foreign exchange to countries that
are better able to pay for their imports. Private lending institutions prefer
clients that are better credit risks. The IMF, however, is not a private lend-
ing institution, and its mandate is to provide foreign exchange to countries
that have no other option. To counteract the moral hazard that this intro-
duces, the IMF imposes conditions that one presumes governments do not
want. If this is the case, then countries with stronger reserves should look
for loans elsewhere. The fact that they do not – as seen from the above
regressions – implies that governments do not always see conditionality as
a deterrent. Thus, this preliminary statistical evidence supports the hypoth-
esis that governments enter agreements because they want conditions to be
imposed upon them.

Why do governments want conditions imposed? Although many have ar-
gued that governments enter into IMF arrangements to pursue their own pre-
ferred policies (Spaventa 1983; Vaubel 1986; Putnam 1988; Kiondo 1992;
Stein 1992; Edwards and Santaella 1993; Bjork 1995; Dixit 1996; Brooks
1998: 23), it is not clear that such a move can always be effective. Bringing
in the Fund may increase a government’s bargaining leverage, but the gov-
ernment must be willing to accept the penalties for sacrificing sovereignty.
Entering into an arrangement so that conditions can be imposed is thus a
“double-edged sword” (Remmer 1986). If the sword cuts both ways, when
is it worthwhile for a government to pursue such a strategy?

the logic of using imf conditionality

Suppose an executive wishes to lower the budget deficit,7 but needs the ap-
proval of a domestic constituency which prefers to maintain public spending
at the status quo level. This constituency can be thought of as any actor
with veto power (de facto or de jure) over policy. In a democracy, it may
be either chamber in the parliament or congress, as in the case of Uruguay.
In a one-party state, it may be the party leadership, as Kiondo (1992) and
Stein (1992: 81) argue about Tanzania. In a military dictatorship, the actor
advocating lower spending may be the finance minister, whereas the “veto
player” may be the defense minister. Pauly (1997: 163–4) tells the story of
a finance minister of a developing country who “specifically requested the

year 1975 to control for these effects for this year. Thus I drop the observations for
1975.

7 One could consider any of the number of policy areas where the IMF imposes conditions
such as interest rates, exchange rates, privatizations, and so on. The argument holds for any
policy area where the approval of another actor, different from the executive who signs the
IMF agreement, is required for changes in policy.
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managing director of the IMF to include in the routine surveillance report
on his country a reference to the need to cut military expenditures. . . . [T]he
ruse apparently achieved its objective of adding weight to the views of the
minister.”

Putnam (1988: 457) cites IMF negotiations with Italy in 1974 and 1977 as
instances where “domestic conservative forces exploited the IMF pressure to
facilitate policy moves that were otherwise infeasible internally.” He follows
the work of Spaventa (1983) who argues that even “the unions and the
Communists actually favored the austerity measures, but found the IMF
demands helpful in dealing with their own internal [domestic] constituents”
(Putnam 1988: 454). Bjork (1995) makes a similar observation about Poland.
He contends “that most of the macroeconomic program imputed to IMF
conditionality can be more accurately traced to economic imperatives or to
domestic Polish political factors” (1995: 89). Edwards and Santaella (1993:
425) argue that, in general, governments facing domestic opposition get the
IMF to do their “dirty work.” Dixit (1996: 85) sums up the situation nicely:

Most countries, particularly less developed ones, in need of fiscal and monetary re-
straint are able to make a commitment by using international organizations such
as the World Bank or the International Monetary Fund as “delegates” for this pur-
pose. When their domestic constituents press for protection, subsidies, or inflationary
finance, the treasuries can point to the conditions imposed by these bodies in return
for much needed project loans or foreign currency.

This argument is similar to Schelling’s (1960: 22) contention that “the power
to constrain an adversary may depend on the power to bind oneself.”

How exactly does an IMF agreement help to push through unpopular
reforms? Suppose a reform oriented executive faces opposition. By entering
into an IMF agreement, an executive ties its preferred policies of economic
reform to the conditions of the IMF. For opponents of economic reform,
this move raises the costs of rejecting the executive’s proposals, because a
rejection is no longer the mere rejection of an executive but also of the IMF.
A total rejection of the IMF not only limits the credit that the IMF will
extend to the country but it sends out costly negative signals to creditors and
investors. So, politically, the IMF is brought in to “tip the balance” (Bird
2001).

Note that these costs are imposed on the country as a whole, and they
may even be higher for the executive than for the opponents of economic
reform. Thus, the strategy may be risky. But as long as there is some positive
cost that the opponents of economic reform face as well, the strategy may be
effective. The executive can push through more of its reform program with
the additional bargaining leverage that an IMF agreement brings.

The role of rejection costs is obviously pivotal for this argument. It must
be true that failure to comply with an IMF agreement is costly to the veto
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players opposing reform. This does not mean that enforcement of conditions
must be one hundred percent. In fact, it is not. There are many anecdotes
of the IMF relaxing conditions or continuing to extend credit to a country
that has not fully complied with an IMF agreement. On the other hand,
noncompliance is often sanctioned:

1. The most obvious sanction imposed on a country is the restriction of
access to the IMF loan. In a study of fifty-nine IMF agreements from 1988 to
1992, Schadler (1995) found that the IMF restricted access to the agreement
loan thirty-five times (cited in Edwards 1999). This is a direct cost that a
country risks when it does not comply with an IMF agreement.

2. One indirect sanction for rejecting IMF conditions involves creditors.
As Callaghy (1997, 2002) notes, organizations such as the Paris Club, an
informal group of creditor countries that reschedules country debt, almost
always require that countries be in good standing under an IMF agreement
if any debt negotiations are to take place. Rejecting IMF conditions may,
therefore, preclude debt rescheduling desperately needed in many developing
countries.

3. A third form of sanction for noncompliance may come through in-
vestors. As Stone (2000: 2) argues, an IMF program creates a “focal
point” for investors: “Investors benefit from following IMF signals be-
cause the threat of IMF sanctions for noncompliance helps to protect the
value of their investments.” Edwards (2000) finds that whereas increased
investment is not associated with compliance with an IMF agreement, de-
creased investment is associated with a failed IMF arrangement. Investors
do not rally to countries in compliance with an IMF agreement, but they
do withhold support from a country with a failed IMF arrangement.
When an IMF agreement is canceled due to noncompliance, investment is
hurt.

It can, therefore, be costly in several ways for countries to reject the poli-
cies imposed by the IMF. Facing the trade-off between rejection costs and
policy changes, opponents of economic reform may prefer the latter.

A Simple Game

To make the argument more concrete, suppose that IMF agreements are
negotiated over only one dimension – the budget deficit – and that the budget
deficit can be set anywhere on the interval [0,1]. Suppose that a relevant
opponent of the executive’s program of economic reform – call him a “veto
player” (Tsebelis 1995) – has standard Euclidean preferences over the single
dimension of deficit and has an ideal point at 1. The logic of the argument
below holds for any Euclidean preferences (such as quadratic utility). To
make the algebra as simple as possible, however, assume the actor has a
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linear “tent-shaped” utility function so that the utility is measured as the
negative of the distance from the actor’s ideal point.8

Let the level of deficit in the IMF agreement (set by the executive and
the IMF) be a, and let r denote the cost to the veto player of rejecting the
IMF. Obviously, the decision-making context is more complicated than I lay
out in this simple model. There is some uncertainty as to whether the IMF
will impose rejection costs or not. Still, one can think of r as the expected
cost of rejecting the IMF. As long as there is some positive probability of
punishment that can negatively affect the veto players or their constituents,
the logic holds.

Assume that the status quo deficit is 1 – the veto player’s ideal point.
Rejecting the IMF agreement will give the veto player a payoff of −r . Ac-
cepting the level of deficit set by the IMF agreement will give the veto player
a payoff of −|1 − a| = a − 1. The veto player will prefer the agreement level
of deficit to the status quo provided a > 1 − r . If the executive can convince
the IMF to set the agreement level of deficit to a ≥ 1 − r , the veto player will
approve and the deficit will be reduced.9 Without the IMF, the veto player
will veto any deviation from the status quo. Recall that the executive himself
will also suffer if the IMF is rejected. The country as a whole suffers, and
the executive may even pay a higher price than the veto players. This may
make the strategy of bringing in the IMF more risky for the executive, but
as long as the veto players also suffer sufficiently from rejecting the IMF, the
winset will increase in the direction of more economic reform.

Figure 3.6 illustrates the decision-making context. The figure shows that
if the executive proposes deficit cuts without bringing in the IMF, the veto
player will always reject because 0 > a − 1. If the government brings in the
IMF, however, rejection becomes more costly. The veto player will accept the
new deficit level if rejection costs are high: r ≥ 1 − a.

This simple model merely illustrates how an IMF agreement may be used
to push through economic reform. It ignores the fact that by bringing in the
IMF to change policy, the executive runs certain risks. What risks does the
executive face? First of all, because the opposition will accuse it of “selling
out,” the executive will pay “sovereignty costs,” the penalty of sacrificing
sovereignty to the IMF. Second, the executive faces an unknown negotiation
posture of the IMF. The Fund may require drastic cuts to the deficit that
go beyond even what a reform oriented executive is willing to accept. I
show below that, given low enough sovereignty penalties and high enough
rejection costs, the executive will gamble on negotiations with the IMF to
push through a new budget that otherwise would have been rejected.

8 The argument holds under less restrictive assumptions about the preferences and number of
veto players. See Vreeland (2001).

9 The other root, a ≤ 1 + r , lies outside the interval [0,1]. At any rate, it is assumed that the
IMF imposes conditions that reduce the deficit.
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figure 3 .6 . A simple logic of bringing in the IMF. Note: Without the IMF agree-
ment, the veto player will always reject the executive’s proposal because a < 1. If the
executive signs an IMF agreement, the veto player will accept the executive’s proposal
when rejection costs are high enough: r > 1 − a.

Introducing Negotiation Postures and Sovereignty Costs

Consider the game presented in Figure 3.7. The game involves three actors:
the executive, represented by G for “government,” the veto player, V, and
the Fund, F. G can approach F to negotiate an agreement. An agreement
consists of setting a new government budget deficit. For convenience, let
d denote the value of the deficit, where d is normalized to range over the
interval from 0 to 1 (d ∈ [0,1]). The status quo size of the deficit is 1. If G and
F agree to a package, G submits the proposed agreement value of deficit,
denoted by d = a, to V for its approval. If V approves, d is set to a. If not,
d remains at the status quo, 1.

Each actor i, i ∈ {V,G,F }, derives linear utility from the deficit, d:
Ui (d) = −|d − di |, where di denotes the ideal deficit of actor i. To keep the
game simple, let the ideal point of V be 1 (dV = 1) and the ideal point of F
be 0 (dF = 0). Let the ideal point of G, dG, be a random variable uniformly
distributed over the interval from 0 to 1 (dG ∈ [0,1]). The intuition behind
these assumptions is that V wants to keep the deficit at the status quo level,
F wants to eradicate the deficit, and G wants some change in between the
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two. For example, if G’s ideal point is 0.5, it wants to cut the deficit in half
(0.5 times the status quo). The values of dV and dF and the probability dis-
tribution of dG are commonly known to V, G, and F at the beginning of the
game.

Note that the way I have laid out the utility of the Fund so far, it will be
made better off by any reduction of the deficit and should be willing to help
any government that wants to reduce the deficit. The IMF, however, does
not simply enter into agreements with every country. With some countries it
has a tough negotiation posture, demanding high levels of economic reform.
With other countries, the IMF is more lenient.

To represent the negotiation posture of the IMF in a simple way in this
game, I include the term −(1 − n) in the payoff of F if an IMF agreement
is signed. Thus, instead of a payoff of UF (d) = −|d − dF |, the payoff of F is
UF (d) = −|d − dF | − (1 − n) which is equivalent to −d − (1 − n). This “ne-
gotiation posture” constraint is designed so that n is the maximum deficit that
F will accept in an agreement. If G is unable or unwilling to set a ≤ n, there
can be no IMF arrangement because F will be better off with the status quo
payoff. The status quo payoff is −1. The payoff to F after entering into the
agreement (paying negotiation costs and setting up the loan) is −d − (1 − n).
F will only be better off if −d − (1 − n) > −1, which is true only when d < n.
So F will never agree to setting the deficit higher than n. This is simply a
way of structuring the game such that F is willing to impose only specific
conditions. F will not provide an IMF agreement for very small changes in
policy. G must agree to lower the deficit to at least n to gain F’s support.

Although n is treated as exogenous, the negotiation posture can be thought
of as a function of the technocratic stance of the IMF and of the resources
available to the IMF. From the technocratic perspective, the IMF may care
about a country’s economic indicator variables such as its foreign reserves
position. Regarding its own budgetary concerns, the Fund may be more
demanding of countries when IMF resources are tight. Given that the IMF’s
mandate is to maintain international trade stability, the Fund may also be
more willing to provide arrangements to countries with large balance of
payments deficits. If a country is small and its balance of payments deficit
has little impact on international trade, the IMF will take a tough posture.
With larger countries that have balance of payments deficits with larger
ramifications, the IMF will make concessions. Since information about the
resources of the IMF is generally kept secret, only F knows the value of n
at the beginning of the game, although the probability distribution of n is
common knowledge. Let n be uniformly distributed over the interval [0,1].

Figure 3.7 presents an extensive form model of G’s and V ’s decisions
and lists the payoffs to all three actors from each of four possible outcomes
labeled 1 through 4. The game is played as follows:

G observes dG ∈ [0,1], which becomes G’s private information, and
chooses to “Approach” or “Not Approach” F to negotiate an IMF
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agreement. If G chooses not to approach, it accepts the status quo deficit,
d = 1, and the game ends. If G chooses to approach, F reveals the value of
n ∈ [0,1] to G, but G must pay a sovereignty penalty, s ∈ [0,1], for involving
the international organization in domestic politics. The value of s is known
to all actors.

G can choose to “Proceed” with negotiations or “Stop” after observing n.
If G decides to stop, the deficit remains at the status quo level and the game
ends. If Gproceeds, F and Gput together an IMF package which stipulates an
agreement value of deficit, d = a. F agrees to any value of a that G proposes,
provided a ≤ n. If the negotiation posture of F is weak (n is high), there is a
wide range of acceptable values of a. If F is tough (n is low), this range is
smaller. G publicly announces the IMF package, with d = a, to V.

V may “Accept” or “Reject” the agreement. Rejecting an IMF agreement
which has been publicly supported by G and F sends a strong negative signal
to investors and creditors. Observing that the country lacks the political
will to undergo economic reform, creditors refuse to reschedule debt and
investors pull out. Because the entire country is hurt by this, both G and V
suffer a penalty when an agreement is rejected. Thus, if V chooses to reject,
deficit remains at the status quo and both V and G bear cost r ∈ [0,1]. The
value of r is known to all actors.

The Decision of a Veto Player (V ) to Accept or Reject Policy Change

I use backwards induction to identify an equilibrium. Consider the decision
of V. When would V rather accept the lower deficit associated with an
agreement than reject an agreement and pay cost r? Note that V ’s utility
from accepting the agreement (Outcome 1) is UV (Accept) = −|1 − a|, while
V ’s payoff from rejecting (Outcome 2) is UV (Reject) = −|1 − 1| − r = −r . V
will accept any agreement such that −|1 − a| ≥ −r ⇒ a ≥ 1 − r (assuming
V accepts when indifferent). Let m denote the minimum agreement value of
deficit V will accept: m = 1 − r .

For any agreement value of deficit less than m, V would be better off
rejecting the agreement and suffering the penalty r rather than accepting.
Thus, for an agreement to be accepted, the deficit must be set no lower than
m. Note that the greater the costs of rejecting an agreement, the lower the
minimum deficit V will accept. If the costs of rejecting are 0 (r = 0), then V
will accept only an agreement which maintains the deficit at the status quo:
m = 1. At the highest possible cost of rejecting (r = 1), V will accept any
agreement: m = 0.

The Decision of the Executive (G ) to Continue Negotiations

Moving backwards to G’s decision to stop negotiations or proceed, note
that because G also faces the cost r if V rejects, G prefers Outcome 3 to
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figure 3 .8 . The condition for G to proceed. a. If n < m, there will be no agreement.
b. If m ≤ n, there can be an agreement in the shaded area.

Outcome 2. Provided r is greater than 0, G would rather stop negotiations
than propose an agreement that V will reject. Because G knows the value of
m – the minimum value of deficit that V will accept – Gwill only proceed with
negotiations if it can offer a ≥ m. Recall, however, that the IMF agreement
value of deficit must also satisfy F’s constraint: a ≤ n. Therefore, G will
proceed with negotiations only if the maximum deficit acceptable to F is
greater than or equal to the minimum deficit acceptable to V: n ≥ m. If
this condition does not hold, there can be no agreement and G will stop
negotiations. Figure 3.8 illustrates this point.

In Figure 3.8a, the maximum deficit that F will accept (n) is smaller than
the minimum deficit that V will approve (m). Any deficit that G can get
F to agree to will be rejected by V. Hence, if G observes m > n, G will
stop negotiations and take Outcome (3): The deficit will remain at the status
quo even though G incurred cost s. Note, however, that m may be smaller
than n, as in Figure 3.8b. Any deficit in the shaded region in Figure 3.8b
will be accepted by both V and F. Call this set of points from m to n the
“acceptable set.”

If dG lies in the first region, between 0 and m, then the best value of deficit
within the “acceptable set” that G can hope for is m. Here G is austere and
would like to cut the budget as much as possible. Thus, G will negotiate
for an agreement with the minimum deficit possible: a = m. Note that this
goes beyond what F demands. If dG lies in the second region, within the
“acceptable set,” G can negotiate for a = dG and set the agreement deficit
level to its ideal point. G goes beyond what F demands but stops short of
the minimum deficit V would accept. If dG lies in the third region, between
n and (n + 1)/2, G can do no better than propose an agreement with a = n.
F insists on a lower deficit than G’s ideal point. Here G is the victim of
IMF policy. If dG lies in the fourth region, between (n + 1)/2 and 1, then
F’s negotiation posture is too tough to make an agreement worthwhile. G
prefers the status quo (d = 1) to an agreement with a = n. Hence, G chooses
to stop negotiations.
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To summarize, if m > n or dG > (n + 1)/2, there can be no agreement. If
m ≤ n and dG ≤ (n + 1)/2, then there can be an agreement. The agreement
value of deficit will be m if dG < m, or it will be dG or n, whichever is smaller:

a =
{max m, min{dG, n}} if m ≥ n and dG ≤ n + 1

2
{Ø} otherwise.

Governments often claim that IMF austerity goes beyond their prefer-
ences. Note that this is the case when a = n < dG. However, governments
may make this claim to shirk the blame for their preferred policies. Since
outsiders only observe a, it is unknown if a is set to the government’s ideal
point (dG), or the maximum deficit the IMF will accept (n). To the degree
that there is uncertainty, governments may get away with blaming the IMF.

The Decision to Turn to the IMF

Finally, consider the first node of the game tree in Figure 3.7. At the begin-
ning of the game, G does not know the value of n (the negotiation posture
of F) and must decide whether or not to approach F based on its knowledge
of dG (G’s ideal point), s (sovereignty costs), r (rejection costs), m (the min-
imum acceptable deficit to V ), and the probability distribution of n. Thus,
G compares his expected utility of “approaching” to the utility of “not ap-
proaching” and chooses the better option.

The expected utility of approaching negotiations depends on which of
four exogenous situations G may observe:

Situation I: dG < m,

Situation II: (a) dG > m, dG ≤ 0.5

(b) dG > m > 2dG − 1, dG > 0.5,

Situation III: m < 2dG − 1 < dG, dG > 0.5.

Given the situation, G determines the expected value of approaching
IMF negotiations. The expected utility for not approaching is always:
UG (Not Approach) = −|1 − dG| = dG − 1. If G’s expected utility of ap-
proaching negotiations is greater than the utility from not approaching, G
approaches, gambling on the value of n. Otherwise, G does not approach.

The appendix to this chapter proves that in equilibrium there exists some
d∗

G below which it is worthwhile for G to approach negotiations and above
which it is not. Moreover, in equilibrium, the following holds:

1. The lower dG, the more likely G is to benefit from approaching nego-
tiations with F. In other words, the lower the ideal deficit of a government –
relative to the status quo – the more likely the government will turn to the
IMF. Although one cannot directly observe the preferences of a government,
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one can expect this condition is more likely to hold as the deficit goes up.
When the deficit is high, governments will be more likely to turn to the IMF
to have fiscal discipline imposed.

2. The lower s, the more likely G is to benefit from approaching negoti-
ations with F. A government is more likely to enter into an IMF agreement
when the penalty associated with sacrificing sovereignty is low.

What determines the sovereignty penalty? Recall from the cases of Nigeria
and Uruguay that the penalties from sacrificing sovereignty may be related
to a country’s history of IMF agreements. If a country has never in its history
participated in an IMF agreement, the penalties for being the first government
to do so are high. As a country signs more and more agreements, the penalties
for a particular government signing decrease, since the government can argue
that, as so many times in the past, the country has no choice. A government
can also point to other countries around the world and argue that, like
them, it too must submit to the IMF. Hence, the number of other countries
around the world participating in IMF programs may also lower sovereignty
penalties. Finally, the penalties for sacrificing sovereignty are most severe
right before an election. Thus, one should expect governments to wait to
sign IMF agreements until after elections.

3. The higher r, the more willing V becomes to accept an agreement (recall
that higher r implies lower m). Consequently, G becomes more likely to
approach F. Governments are more likely to enter into IMF agreements if
rejection costs are high. The rejection cost depends on how much the country
will be hurt by the negative signal sent to creditors and investors for failing to
live up to IMF conditions. If a country has high debt, a negative signal may
preclude a needed debt rescheduling. If investment is low, a negative signal
may completely destroy the fragile confidence of investors. Thus, countries
with high debt and low investment will be more sensitive to rejection costs
and governments can hold this over opposition forces to push through their
preferred policies.

4. A final implication of the game involves the negotiation posture of F.
The higher the value of n, the more likely G will proceed with negotiations.
In the model, the value of n is an exogenous parameter, but as stated above,
n might depend on the budget constraint of F, or on the absolute size of the
balance of payments deficit of a given country. The IMF is likely to pursue a
tougher negotiation posture when it is close to its budget constraint and be
more flexible when it has more resources available. The Fund is also likely
to be tough in negotiations with small countries whose balance of payments
deficits carry little weight in the world economy. It is likely to grant more
concessions to countries with larger, more destabilizing balance of payments
deficits. Thus, from the IMF point of view, agreements are more desirable
with countries with large balance of payments deficits and when its budget
constraint is not binding. The negotiation posture may also depend on the
technocratic views of the Fund and thus be shaped by variables such as
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foreign reserve position, budget deficit, debt, and investment rates. These
different variables are tested to see if they matter to the IMF in Chapter 4.

extensions

The value of n might also depend on the cost of negotiations to the IMF.
Some executives may be more difficult for the IMF to negotiate with than
others. Suppose the game is changed such that the IMF wants to impose the
lowest deficit possible, but it does not know the minimum deficit that veto
players will accept (F does not know how badly r will hurt V). If an executive
claims in negotiations that the veto players will only accept a certain level
of deficit, the IMF will not know if this is really the lowest acceptable deficit
or if, in fact, it is the executive’s own ideal level of deficit.

Executives who can point to more binding constraints (from V) can try to
get more out of the Fund, claiming that domestic constituencies will not ac-
cept a tough agreement. The ability to play such a card may vary according to
regime. As Schelling (1960: 28) argues: “the possibility of commitment . . . is
by no means equally available; the ability of a democratic government to
get itself tied by public opinion may be different from the ability of a totali-
tarian government to incur such a commitment.” Accordingly, democracies
can play this game more readily and make for more difficult negotiation
partners. Thus, the IMF may prefer to sign agreements with dictatorships.
As Bandow (1994: 26) argues, “the IMF has rarely met a dictatorship that
it didn’t like.”

Note that if the IMF wants to negotiate for the agreement that is closest to
its ideal point, the game presented in Figure 3.7 changes. In the simple game
presented above, the IMF (F) does not push for the most austere agreement
possible. It merely sets a maximum deficit it will accept. Similarly, the veto
player (V) can merely “accept” or “reject” – there is no “amend” option to
get an agreement that is closest to its ideal point.

A more realistic game would allow for these moves by F and V. This
would complicate the already tedious math, so I have left the game as it
stands. In a truly two-level setup, however, G would still be able to enter into
an IMF arrangement to bring about the policy it prefers. G would have pri-
vate information about V’s preferences that F does not have and private
information about F ’s negotiation posture that V does not have. The gov-
ernment could use this information to bind itself on both fronts to increase
its bargaining leverage.10 Thus, the main results of the game would hold.

But how could negotiations between G and F and between G and V take
place under such asymmetric information? If G were to announce to F a

10 This is precisely what Stiglitz (2000: 551) argues has occurred. Governments take advantage
of informational asymmetries “both between themselves and the citizenry and between the
international aid community and themselves.”
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certain minimum deficit that V will accept, this signal would not be credible.
F would believe that G is merely announcing its own ideal point. Similarly,
if G were to announce to V the maximum deficit that F will accept, V would
not believe it, thinking that G is merely announcing its own ideal point.

Can information be transmitted in such “cheap talk” situations?
Crawford and Sobel (1982) show in their seminal piece, “Strategic Informa-
tion Transmission,” that it can. Although a precise signal of the minimum
deficit that V will accept reveals no information, G can send a “noisy” signal
of “high” or “low” to F which is credible and transmits some information.

The intuition is the following: With no information transmitted, F only
knows the probability distribution of the minimum deficit which V will
accept (denoted by m). If m is distributed uniformly over the [0,1] interval,
then F ’s best guess of the value of m is 0.5.

If G tells F the precise value of m, F will believe that G is merely revealing
its own ideal point, and F will gain no new information. However, F knows
that while G’s ideal point is higher than F ’s own, G still wants to negotiate an
agreement that will be accepted by V and will successfully lower the deficit.
Thus, depending on the configuration of F ’s and G’s preferences, G may be
able to signal to F that m is either in the range 0 to 0.5 or in the range 0.5
to 1. If the former, F will update its beliefs about the value of m and estimate
it at 0.25. If the latter, F ’s best guess becomes 0.75. Again, depending on the
configuration of F ’s and G’s preferences, both actors may be made better
off by F choosing to set the deficit at 0.25 or 0.75, rather than F setting the
deficit at 0.5. If F and G have preferences that are close together, then more
refined signals can be sent (“high,” “medium,” and “low,” etc.).

Thus, some information can be shared in such “cheap talk” settings. If V
had the option of “amending” the agreement of the deficit, V might choose
a deficit that is too high and F would cancel the agreement. V and G would
have to accept painful rejection costs. Thus, if V could “amend,” G would
play a “cheap talk” game with V so that both could be better off than V’s
guessing too high a value of n and incurring rejection costs.11

Thus, under certain configurations of preferences and values for s and r,
the results of the original game would hold even with these extensions. A
government could use an IMF agreement to push through economic reforms
that otherwise would not be accepted by domestic constituencies.

why do agreements continue?

When a government enters into a Stand-by Arrangement (SBA), the program
is designed to last twelve to eighteen months. Other types of conditioned

11 Note one significant change to my original game for the Crawford and Sobel setup to work
between G and V: V would have to know what G’s ideal point is. For more details, see
Crawford and Sobel (1982).
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arrangements (EFF, SAF, or ESAF) are supposed to cover one to three (or
at most four) years. But such time limits are arbitrary. Once an agreement
expires, countries usually enter into a consecutive arrangement to extend the
program. An average stint under IMF agreements lasts about five years, and
often they last much longer. During the period from 1960 to 1990, Bolivia,
Costa Rica, Jamaica, Kenya, Liberia, Madagascar, Morocco, Paraguay,
Senegal, South Korea, Togo, Turkey, Uruguay, Zaire, and Zambia remained
under consecutive IMF agreements for more than ten years. Colombia, El
Salvador, Guyana, Peru, and Yugoslavia remained in agreements for more
than fifteen years straight. Haiti and Panama stayed under IMF agreements
for twenty years.

Why do governments and the IMF typically sign consecutive agreements?
The reason that the Fund wants to keep countries under agreements seems
straightforward according to the Vaubel argument. To the extent that the
Fund wants to maximize its budget, it wants to keep all countries under
agreement (Vaubel 1986, 1991). Note that the budget constraint the Fund
faces is a soft one: The more resources it uses, the more it can demand from
its members through increased contributions. If the Fund does not keep
countries under agreements, staffers cannot justify increasing their budgets.

Of course, the Fund must justify the loans it extends. Note, however, that
there are several layers of principal-agent problems which present enormous
informational asymmetries. IMF staffers are the agents of the Managing
Director, who is the agent of an Executive Board, and each member of the
board is the agent of at least one member country. At each of these lev-
els, accountability may be weakened (see Stiglitz 1994, Macho-Stadler and
Perez-Castrillo 1997, and Laffont and Tirole 1994 for formal arguments of
how principal-agent problems allow for rent seeking on the part of agents).
This may explain why the Fund can sign agreements such as the 1990 ar-
rangement with Uruguay, where the country did not seem to meet the formal
requirements. Nevertheless, to the extent that the Fund is accountable to its
funders, one would expect it to continue agreements with countries that
have persisting balance of payments problems. Thus, the IMF may continue
agreements with countries that continue poor economic performance.

Why do governments continue? Once an IMF arrangement is in place, a
government has already paid sovereignty costs, so the government may prefer
to continue agreements with the Fund to maintain conditionality. Otherwise
the political forces in favor of high government consumption may once again
drive up the budget deficit.

Staying under IMF agreements may involve penalties as well, however.
Recall from the above game that the veto players do not observe if the deficit
set by the IMF agreement is above or below the ideal point of the execu-
tive. Sometimes the executive gets its ideal point, and sometimes the IMF
imposes a lower deficit than the executive would like. If the population
trusts that the executive should be following IMF policies, it may tolerate
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continued agreements. If the executive does not enjoy the trust of the pop-
ulation, however, it may risk resistance to continued participation. Under
these circumstances, the executive may allow IMF arrangements to expire.12

The executive or the IMF may also allow an arrangement to expire if the
conditions demanded are two harsh. Recall from the game that sometimes the
executive negotiates for conditions that match his ideal point, but sometimes
the IMF demands more reform than the executive would like. If the executive
does not have the political will to follow through with harsh demands, he
or the IMF may discontinue participation.

Any time a country leaves the IMF, however, it faces rejection costs. If
many countries are participating in IMF agreements, a country that unilat-
erally abandons the Fund may appear to lack the political will necessary
to continue agreements. Suppose there are no other countries participating
in IMF agreements. Leaving the IMF may not be particularly costly. But if
many countries around the world are currently cooperating with the Fund
under the auspices of an official program, then it may be costly for an indi-
vidual government to defect on the IMF. Thus, one might observe countries
ending spells of IMF agreements in groups or when no other countries are
participating (as in the early years of the IMF). Otherwise, one should expect
agreements to continue.

conclusion

The implications of the formal work in this chapter are consistent with the
evidence presented in Chapter 2. The formal models point to three intuitive
implications. The first is that the greater the discrepancy between the status
quo and the executive’s ideal level of budget deficit, the more the executive
has to gain from negotiating with the IMF. Second, the higher the sovereignty
costs for the executive, the less incentive it has to negotiate with the IMF.
Finally, when a country is more dependent on investors and creditors, and
the costs of rejecting the IMF are high, the executive has more to gain by
bringing in the IMF because domestic constituencies are in no position to
reject whatever agreement it works out.

The implication about sovereignty costs is evident in a number of cases.
On the one hand, Nigeria did not enter into an IMF agreement in the early
1980s because sovereignty penalties were high: It had never had an agree-
ment in its history and elections were right around the corner. Tanzania
also avoided signing its first IMF agreement. Only when economic prob-
lems persisted did it accept one with weak conditions. Uruguay, on the other
hand, signed its first agreement early in Fund history, before sovereignty
penalties had become apparent – it was during this period that the Fund’s

12 I address how one can capture the effects of something unobservable like “trust” in Chapter 5.
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primary activities involved monitoring exchange rates. Subsequently, IMF
agreements became business as usual in Uruguay.

Chapter 2 presented anecdotal evidence supporting the implications of
the formal model. The next chapter completes the work on selection, testing
whether this anecdotal evidence holds up systematically. In this way, one can
see whether or not this story is generalizable.

appendix: the decision of the executive
under uncertainty

G must decide whether or not to approach F (and pay cost s) without ob-
serving value of n. The expected utility of approaching negotiations depends
on which of four situations G observes. Given the situation, G determines
the expected value of approaching IMF negotiations. If G’s expected utility
of approaching negotiations is less than the utility from not approaching,
UG (Not Approach) = dG − 1, G does not attempt to bring F into negotia-
tions. Otherwise, G approaches.

Situation I

In Situation I, dG is less than or equal to m. Though G does not know the
value of n at the beginning of the game, once n is observed, G will proceed
with negotiations only if n ≥ m. If n < m, G will not proceed. Thus, G’s
expected utility from approaching negotiations can be calculated according
to the diagram of Situation I in Figure 3.9.

If n lies between 0 and m, no agreement is possible because the maximum
deficit F will accept is less than the minimum deficit V will accept. Because n
is assumed to be uniformly distributed over [0,1], the probability that n < m
is m: Pr(n < m) = m. When this happens, G will opt for Outcome (3) and
obtain utility UG = −|1 − dG| − s = dG − 1 − s. If n lies between m and 1,
F and V are both willing to accept a deficit equal to m. Since there is no
other value of deficit acceptable to V that is closer to G’s ideal point of dG,
G will negotiate for an IMF package with d = m, and V will accept it. The
outcome of the game will be (1), and G will receive UG = −|m − dG| − s =
dG − m − s. The probability that this will transpire is Pr(n ≥ m) = 1 − m.

0                   dG m 1

Outcome (3): d = 1 Outcome (1): a = m

Pr(n < m) Pr(n ≥ m)

figure 3 .9 . Situation I, where dG < m
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m

s

figure 3 .1 0 . In Situation I, G “approaches” for values of m and s below this curve

Thus G’s expected utility from approaching negotiations in Situation I is

EI(UG) =
∫ m

0
(dG − 1 − s)dn +

∫ 1

m
(dG − m − s)dn.

G approaches negotiations only if EI(UG) ≥ UG (Not Approach), which
holds when: s ≤ (1 − m)2. In this situation, if sovereignty costs are too high
with respect to the minimum deficit that V will accept, it is not worth the risk
for G to approach F. Note, however, that if there are no sovereignty costs
at all (s = 0), then G will always approach F. Intuitively, this is because
without sovereignty costs, G loses nothing by observing n, and there is some
possibility that n will be high enough to get V to accept an agreement. If, on
the other hand, sovereignty costs are at their maximum (s = 1), then G will
never approach negotiations. As rejection costs go up and m goes down, G
is more likely to approach F. The shape of the relationship between m and
s is illustrated in Figure 3.10.

Situation II

In Situation II (a), dG is again less than or equal to 0.5, so G will pro-
ceed with negotiations provided n ≥ m. Unlike in Situation I, however, dG

is greater than m. G wants a lower deficit than V, but the costs of rejecting
an agreement (r) are high enough that the minimum deficit V will accept is
actually less than the ideal deficit of G: m < dG. Thus, the agreement value
of deficit (a) will not be set to m, rather it will be set to either n or dG. G’s ex-
pected utility from approaching negotiations in Situation II (a) is illustrated in
Figure 3.11.

In Situation II (b), dG is still greater than m but dG is less than 0.5. Thus,
there are values of n for which G would not want to proceed with negotia-
tions even if V were willing (if n < 2dG − 1). In Situation II (b), however, m
is greater than 2dG − 1. Hence, G will not proceed with negotiations even
when n is greater than 2dG − 1, that is, unless n is also greater than m. In
Figure 3.12, G’s expected utility from approaching negotiations in Situa-
tion II (b) is illustrated to have the same relevant regions as Situation II (a).
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0 m        dG 0.5 1

Outcome (3): d = 1 Outcome (1): a = n Outcome (1): a = dG

Pr(n < m ) Pr(m ≤ n ≤ dG)

Pr(n ≥ dG)

figure 3 .1 1 . Situation II (a), where dG > m and dG ≤ 0.5

0 2dG-1 m dG 1

Outcome (3): d = 1 Outcome (1): a = n Outcome (1): a = dG

Pr(n < m) Pr(m ≤ n ≤ dG)
Pr(n ≥ dG)

figure 3 .1 2 . Situation II (b), where dG > m > 2dG − 1 and dG > 0.5

In both Situation II (a) and (b), since n is distributed uniformly over its
domain, the probability that n is less than m is simply m. When this occurs,
there can be no agreement and deficit remains at the status quo (d = 1). The
probability that n lies between m and dG is (dG − m). An n in this range
results in an agreement with a = n. The probability that n is greater than dG

is 1 − dG. An n of this magnitude will allow G to set the agreement value of
deficit to its ideal point: a = dG.

G’s expected value of approaching negotiations in Situation II is therefore

EII(UG) =
∫ m

0
(dG − 1 − s)dn +

∫ dG

m
(n − dG − s)dn +

∫ 1

dG

(−s)dn.

Again, as above, G will approach negotiations under Situation II if
EII(UG) ≥ UG (Not Approach), which holds when s ≤ 1

2 (2 − 2dG − d2
G −

2m + 4dGm − m2). As this is a complicated expression, consider some spe-
cific points of reference. Suppose Situation II (a) is the case. If G is extremely
conservative and has an ideal point just above 0, say dG = ε (where ε is in-
finitesimally greater than 0), and rejection costs are high enough that m = 0.
Then G will approach negotiations provided that s ≤ 1 − ε − 1

2ε2 ⇒ s < 1.
If G is not so conservative, say dG = 0.49, and m = 0, then sovereignty costs
must be lower, s < 0.39, for G to approach negotiations. And if rejection
costs are lower, such that m = 0.48, then sovereignty costs must be lower
still, s < 0.27, for G to approach negotiations.
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m

s

figure 3 .13 a. In Situation II, G “approaches” for values of m and s below this
curve

dG

s

figure 3 .13 b. In Situation II, G “approaches” for values of dG and s below this
curve

m

dG

figure 3 .13 c. In Situation II, G “approaches” for values of m and dG below this
curve

Suppose Situation II (b) is the case, and dG = 0.75 + ε with rejection costs
that are low enough to make m = 0.75. Then sovereignty costs must be low,
s < 0.06, for G to approach negotiations. As one moves toward a less con-
servative G and a less accepting V, sovereignty costs must be practically
equal to zero for G to gamble on approaching negotiations. For example,
if dG = 0.95 + ε and m = 0.95, then there must be s < 0.004 for G to ap-
proach. Furthermore, if sovereignty costs are as high as possible, s = 1, even
if V will accept any value for deficit (m = 0), there are no values of dG > 0.5
which will satisfy this condition. If sovereignty costs are high enough, G will
never approach F. Figures 3.13a, b, and c illustrate the relationship between
m and s, dG and s, and m and dG for Situation II.
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Situation III

In Situation III, dG is situated as it is in Situation II (b): dG is greater
than m and greater than 0.5. However, unlike in Situation II (b), m is
less than 2dG − 1. This implies that rejection costs are high enough that
V will accept some levels of deficit that G will reject. If n is too low, G
will prefer to stay with the status quo (d = 1) rather than sign an agree-
ment with a = n. G’s expected utility in this situation can be illustrated as in
Figure 3.14.

If n is less than 2dG − 1, Gprefers to stop negotiations and keep d = 1. The
probability of this is equal to 2dG − 1. If n is between 2dG − 1 and dG, G will
enter into an agreement with a = n. The probability of this is dG − (2dG − 1).
Finally, if n is greater than dG, G will negotiate for an agreement with a = dG.
The probability of this is 1 − dG. One can therefore calculate G’s expected
value for approaching negotiations in Situation III as:

EIII(UG) =
∫ 2dG−1

0
(dG − 1 − s)dn +

∫ dG

2dG−1
(n − dG − s)dn +

∫ 1

dG

(−s)dn.

G will approach negotiations if EIII(UG) ≥ UG (Not Approach), which
holds if s ≤ 3

2 (dG − 1)2. Note that in Situation III, dG > 0.5. So when G is at

0 m 2dG -1 dG 1

Outcome (3): d = 1 Outcome (1): a = n Outcome (1): a = dG

Pr(n < 2dG − 1) Pr(2dG − 1 ≤ n ≤ dG) Pr(n ≥ dG)

figure 3 .1 4 . Situation III, where m < 2dG − 1 < dG and dG > 0.5

dG

s

figure 3 .1 5 . In Situation III, G “approaches” for values of dG and s below this
curve
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its lowest for this situation, dG = 0.5 + ε, it must be true that s < 0.375 for G
to approach F. In Situation III, therefore, G will never approach negotiations
if s is greater than 0.375. Also note that in Situation III only, the value of m is
unimportant for G’s decision. This is because in this situation m < 2dG − 1
(r is sufficiently high). In general, for the relevant ranges of this situation,
the lower s and the lower dG, the more likely G will approach F. Figure 3.15
illustrates the relationship between dG and s.



4

Testing the Selection Story

The following predictions are generated in Chapter 3: Governments turn
to the Fund when their foreign reserve position is weak and they need an
IMF loan; they also enter into arrangements when they want conditions to be
imposed upon them, subject to sovereignty costs and rejection costs. They are
more likely to enter when sovereignty costs are low and rejection costs are
high. Governments continue participation in agreements if rejection costs
remain high – if other countries are participating. Regarding the decision
of the Fund, it is shaped by technocratic and bureaucratic concerns. The
Fund is more likely to conclude agreements with countries that have large,
destabilizing balance of payments deficits, and more likely to sign agreements
when the budget constraint is less binding.

This story is consistent with the anecdotal evidence presented in
Chapter 2, but it may apply more generally. To the extent that governments
and the IMF enter into agreements according to some systematic patterns, se-
lection is not random. And if selection is not random, then one must control
for the possible effects that selection may have on economic growth when
estimating the effects of IMF programs. Thus, the task of this chapter is to
use a statistical model to test the story of participation in IMF programs to
see whether the story applies in general. Results can then be used to control
for selection effects in subsequent chapters.

Testing to see which variables drive selection into IMF programs is tricky.
It is not merely a matter of measuring correlations between variables –
whether the value of, say, debt service is high or low when countries are
participating or not participating in IMF programs. The decision-making
process of selection involves at least two separate actors (the government
and the IMF), making at least two separate decisions (entering and continu-
ing IMF programs). A complete test of the selection story requires a statistical
model consistent with this decision-making setting. Thus, before turning to
which variables best capture the elements of the story laid out in Chapter 3,

83
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one must build the appropriate statistical model to test the story.1 This is
the first task of this chapter. Following this, I describe the variables used to
capture the different elements of the selection story: the need for an IMF
loan, the desire for IMF conditions, rejection costs, sovereignty costs, and
technocratic and bureaucratic goals of the IMF. The chapter concludes by
presenting statistical tests of the selection story.

a statistical model of bilateral cooperation

The statistical model described in this section has a ponderous title:
“dynamic bivariate probit with partial observability.”2 Each word, how-
ever, has an intuitive interpretation relating to the process of participation
in IMF programs. Consider them word by word.

The model is “dynamic” because participation in IMF programs changes
over time. Participation involves the decision to enter or not enter an agree-
ment, and also involves the decision to remain under IMF arrangements or
terminate participation. I argue that the determinants of these decisions may
be different. By using a dynamic statistical test, I can identify not only the
factors that matter for the decisions to enter into agreements, but also the
factors that determine why participation continues or not.

The model is called “bivariate” because two sets of variables determine
participation. An IMF arrangement is a joint decision between a government
and the Fund. The analytical models in the previous chapter indicated that
some factors matter to the government, whereas other factors influence the
decision of the IMF. The bivariate aspect of the statistical model allows one
to identify the effects of variables which matter to each actor, the government
and the IMF, separately.

Thus, the statistical model addresses four separate questions:

1. Why does the government decide to seek an agreement?
2. Why does the IMF decide to seek an agreement?
3. Why does the government decide to terminate an agreement?
4. Why does the IMF decide to terminate an agreement?

Note that one does not usually observe the individual decisions of the gov-
ernment and the IMF. Even though there has been a move toward greater
“transparency” at the Fund, arrangements are negotiated behind closed
doors. This is why the statistical model must be “with partial observability.”

1 Context-specific statistical models are becoming more common in political science. For an
excellent approach to this kind of statistical modeling, see Signorino (1999). Also see Smith
(1996, 1999) and Reed (2000).

2 This model was originally developed by Przeworski and Vreeland (2002). It combines
approaches developed by Poirier (1980) and Amemiya (1985).
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Not Yest

Not 1 Pr(not enter) Pr(enter)

Yest Pr(not continue) Pr(continue)

Participation in IMF
agreement at time t –1?

Participation in IMF agreement at time t?

Pr(enter) = Φ (government variables) * Φ (IMF variables)

Pr(not enter) = 1 – Pr(enter)

Pr(continue) = Ψ (government variables) * Ψ (IMF variables)

Pr(not continue) = 1 – Pr(continue)

–

–

1

figure 4 .1 . Illustration of dynamic bivariate probit model with partial observability

Ideally, one would have two sets of dependent variables: one for the gov-
ernment and one for the IMF. One could code them “1” if the actor wanted
an IMF agreement, and “0” otherwise. Unfortunately, all one observes is
participation, coded “1” if both actors have entered into an agreement, and
“0” otherwise. When one observes “0,” one does not know which actor –
perhaps both – did not want the agreement.

One can get around this problem by estimating the probability that a
country enters an agreement as the joint probability that the government
wants the agreement and the IMF wants the agreement.3 Obviously when
an agreement is signed, both parties wanted it; otherwise at least one of
them would not have signed. The probability that a country does not enter
an agreement is simply estimated as the complement of the probability that it
enters to 1. Similarly, the probability that a country continues participation
is estimated as the joint probability that the government wants to continue
and the IMF wants to continue. The probability that the agreement is termi-
nated is the complement of the probability that it continues to 1. Thus, one
can identify the determinants of the individual decisions of the government
and the IMF solely on the basis of the observations of whether or not an
agreement is in force.

The intuition behind the statistical model is the following: It takes two
parties, the government and the IMF, for an agreement and the deal can
be broken by either party. Thus, we take a pair of probits, where having
an agreement means that the latent variable associated with both parties is
positive. To distinguish between the decisions to enter into an agreement and
the decisions to remain, the latent equations have a hierarchical structure
indicating whether or not an IMF agreement was in force in the previous
year. Figure 4.1 illustrates how the model works.

3 This follows Abowd and Farber (1982) who follow Poirier (1980).
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In sum, the statistical model involves four simple joint probabili-
ties, two for observations of participation and two for observations of
nonparticipation.

For countries not participating,

1. The probability that the country enters an agreement: the joint prob-
ability that both the government and the IMF want the agreement,
given that the country is not currently under an agreement.

2. The probability that the country does not enter an agreement: the
complement of the above to 1.

For countries participating,

3. The probability that the country remains under an agreement: the joint
probability that both the government and the IMF want to continue.

4. The probability that the country ends participation: the complement
of the above to 1.

Each of these probabilities is modeled as a joint decision. For example,
the probability of a country entering into an agreement is a function of the
probability that the government wants to enter and the probability that the
IMF wants to enter. Thus, these probabilities are estimated according to two
separate vectors (or lists) of variables, one consisting of variables that matter
to governments and the other consisting of variables that matter to the IMF.
The statistical model identifies the influence of the variables determining the
government’s decision to enter an agreement (or not), as well as the effects of
variables influencing the government’s decision to remain under agreements
(or not). Similarly, it identifies the influence of the variables that matter to
the IMF when signing an agreement, and the effects of variables that matter
to the IMF when terminating them.

Note that if one includes the exact same set of variables for both actors,
one cannot distinguish between the two actors, and the model is not iden-
tified. To identify the model it is sufficient in principle that at least one
variable not be in common between the two actors. As long as at least
one variable is assigned to the IMF that is not assigned to the government (or
vice versa), the model can be identified. Hence, a strong prior belief that a
single variable belongs to one actor and not the other is required to identify
the parameters.

In all applications below, I assume that the IMF is the actor that cares
about world economic stability. The mandate of the IMF includes maintain-
ing global financial stability, so the IMF may give special attention to coun-
tries with large balance of payments problems in absolute terms, whereas
governments care about the relative size of a foreign exchange crisis. Thus,
I identify the model by assigning to the IMF the variable measuring balance
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of payments deficit weighted by the economic size of a country. All other
variables are assigned to both actors.

filling in the story

The above statistical model reflects the process of participation in IMF pro-
grams as a dynamic one involving the decisions of two separate actors. With
this model, I can use the information presented about the determinants of
IMF agreements in Chapters 2 and 3 to fill in the vectors of variables that
matter to the government and the IMF.

For the government, the following has been argued: Some governments
seek agreements when they need foreign exchange. Thus, I expect govern-
ments to turn to the IMF when their foreign reserves (reserves) are low.
Some governments bring in the IMF to have the specific condition of fiscal
discipline imposed. This gives them the political muscle to push through un-
popular spending cuts. One cannot strictly observe the government’s ideal
budget balance. This unobserved variable may be correlated with “political
will” (such unobserved variables are addressed in the following chapter).
Note, however, that the deficit is more likely to have surpassed the govern-
ment’s ideal point when the budget balance (budget balance) is low (when
the budget deficit is high).

This strategy of bringing in the Fund for conditionality is effective only if
the cost of rejecting the IMF is high. The cost of rejecting the IMF is that it
sends a negative signal out to creditors and investors. A country particularly
sensitive to the decisions of creditors and investors will face higher “rejection
costs” from creditors and investors. Thus, I expect governments to bring in
the Fund when debt (debt service) is high – when they are sensitive to the
decisions of creditors – and when investment (investment) is low – when
they are sensitive to the decisions of investors.

Signing an IMF agreement is also costly to the government that does so,
however, since it faces what I have called “sovereignty costs” for selling
out the national patrimony. Sovereignty costs are highest in countries that
have never participated in an IMF program, and they are reduced when
a country has an extensive history of IMF programs (years under) and
when many other countries are under IMF programs (number under). This
variable may also determine why governments continue agreements. I argue
in Chapter 2 that it may be costly for governments to leave an IMF program
when many other countries are participating. Hence, they may choose to
leave only if other countries do so.4 The sovereignty costs are also highest

4 Similarly, Simmons (2000) argues that government compliance with IMF Article VIII – which
requires governments to “keep their current account free from restriction” – increases as the
number of other countries in the world and in the region also comply with Article VIII.
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table 4 .1 . Government objectives

Objective Variable

Loan: reserves
Conditions: budget balance
Rejection costs: debt service

investment
Sovereignty costs: years under

number under
lagged election

table 4 .2 . IMF objectives

Objective Variable

Mandate: bop × size
Budget: number under
Negotiation costs: regime

before elections, so one expects governments to wait to sign agreements until
after elections (lagged election). Table 4.1 summarizes the variables used
to approximate the objectives of the government.

Turning to the decision of the IMF, I argue the following: The negotiation
posture of the IMF changes toward different countries at different times.
In fulfillment of its mandate to maintain world financial stability, the Fund
seeks out countries with large, destabilizing balance of payments deficits in
absolute terms (bop × size).

The negotiation posture also depends on the budget constraint of the
Fund. I expect the IMF to sign more agreements when its budget constraint
(number under) is less binding and to sign fewer agreements as it ap-
proaches the limit of the budget. The IMF may have a flexible constraint, as
it can always lobby its members to increase their contributions, but at any
given time, the Fund faces a limit to its resources.

Finally, the IMF may have more difficulty negotiating with democracies
and thus may prefer to sign with dictatorships. Recall that “the ability of a
democratic government to get itself tied by public opinion may be different
from the ability of a totalitarian government to incur such a commitment”
(Schelling 1960: 28). Dictatorships may more readily commit to harsher con-
ditions and face fewer impediments to carrying them out. Thus, as we saw
Bandow (1994: 26) claim, “the IMF has rarely met a dictatorship that it
didn’t like.” Table 4.2 depicts the variables used to approximate the objec-
tives of the IMF.

Regarding the decision of the IMF to continue agreements, I argue in
Chapter 2 that the Fund may prefer to keep as many countries under
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agreement as possible to justify demands for greater member contributions.
As long as a country has a balance of payments problem, the Fund can argue
that the program should continue.

In sum, the government cares about foreign reserves, the budget balance,
debt, investment, its history with IMF programs, other countries, and elec-
tions. The IMF cares about the balance of payments, the budget constraint,
and regime. I use the following variables as proxies for these determinants
of participation:

Reserves is measured as the average annual level of foreign reserves in
terms of monthly import requirements (World Development Indicators).
Budget balance is measured as government budget surplus as a propor-
tion of GDP (World Development Indicators). Debt service is measured as
total debt service as a proportion of GDP (World Development Indicators).
Investment is measured as real gross domestic investment (private and pub-
lic) as a proportion of GDP (Penn World Tables 5.6). Lagged election is a
dummy variable coded 1 if the previous year was a legislative election year,
and 0 otherwise (Przeworski et al. 2000). Years under is the sum of past
years a country has spent participating in IMF agreements. Number under
is the number of other countries currently participating in an IMF arrange-
ment for a given year. I also use this variable for the IMF budget constraint.
If one could include an actual measure of the IMF budget constraint, one
might get a better picture, but the IMF keeps such information secret. I use
number under as a rough proxy for the budget constraint with the intu-
ition that as the number of countries under agreements grows, the budget
is increasingly constrained. Bop × size is the overall balance of payments
as a proportion of GDP weighted by the economic “size” of the country
measured as GDP in millions of constant 1987 dollars (World Development
Indicators). Finally, regime is a dummy variable coded 1 for dictatorships
and 0 for democracies (Przeworski et al. 2000).

The vectors of variables that matter to the government and the IMF,
respectively, are thus:

xG = constant, reserves, budget balance, debt service,
investment, years under, number under, lagged election,

xF = constant, bop × size, number under, regime.

the results

Data for the “full” selection model which uses all the variables described
above include 1,024 country-year observations. I use the statistical model of
bilateral cooperation to analyze these data.

Table 4.3 presents four sets of results: (1) the effects of the variables
influencing the government’s decision to enter an IMF program, (2) the effects
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table 4 .3 . Determinants of participation in IMF programs

Government

Decision to Decision
Variable Enter to Remain Mean†

Constant −2.27∗∗ −0.01 1.00
(0.61) (0.59)

Reserves −0.83∗∗ −0.26 3.01
(0.42) (0.48)

Budget balance −0.95∗∗ −0.29 −6.22
(0.28) (0.33)

Debt service 1.38∗∗ 0.65 5.15
(0.52) (0.68)

Investment −6.06∗∗ −0.17 13.35
(1.79) (1.92)

Years under 0.36∗ −0.36 6.91
(0.21) (0.27)

Number under 0.44∗∗ 0.38∗∗ 36.70
(0.18) (0.19)

Lagged election 0.87∗∗ −0.01 0.19
(0.29) (0.35)

IMF

Decision to Decision to
Variable Enter Remain Mean†

Constant 2.14∗ 2.84 1.00
(1.24) (2.02)

Bop × size −0.91∗∗ −0.41∗ −120.00
(0.37) (0.23)

Number under −0.73∗∗ −0.39 36.70
(0.27) (0.43)

Regime 0.43∗ 0.33 0.74
(0.26) (0.27)

Number of observations: 1024
Correctly predicted: 86%
Log likelihood function: −355.77
Restricted log likelihood: −705.46
Chi-squared: 699.39

∗ Indicates significance at the 90% level.
∗∗ Indicates significance at the 95% level.
† To facilitate convergence of the model, the variables have been divided by powers of 10 so
that they are all of the same order of magnitude. Thus, reserves, budget balance, debt
service, years under, and number under were divided by 10; investment was divided by
100; and bop × size (already measured in millions of 1987 dollars) was divided by 1000. This
is true of all specifications in this chapter.
Note: Standard errors in parentheses. All variables are lagged one year.
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of the variables influencing the government’s decision to remain in an IMF
program, (3) the effect of the variables influencing the IMF’s decision to enter
into an agreement, and (4) the effect of the variables influencing the IMF’s
decision to keep a country under an agreement.5

All the variables included in this specification have the expected effects on
the decision of the government to enter into arrangements. Reserves has a
significant negative effect on the probability that the government will enter
into an IMF agreement. Governments are more likely to participate in IMF
arrangements when foreign reserves are low. Hence, governments seek IMF
programs when they need an IMF loan.

Budget balance has a significant negative effect on a government’s
decision to enter. A government facing a large budget deficit is more
likely to turn to the Fund. Governments which spend more than they col-
lect enter into IMF arrangements and have fiscal discipline imposed upon
them. Hence, governments also seek IMF programs when they want IMF
conditions.

Other economic conditions also have significant effects on the govern-
ment’s decision. Rejection costs matter: When debt service is high, a gov-
ernment is more likely to enter an IMF arrangement. And governments typ-
ically turn to the IMF when investment is low. Hence, governments turn to
the IMF when they are sensitive to the decisions of creditors and investors.
This is because rejection costs are high and a government can more effectively
use the IMF to push through economic reform when a country is vulnerable
to creditors and investors.

Sovereignty costs also influence the decision of a government. When years
under is high, the government is likely to turn to the IMF. Number under
also has a borderline significant positive effect on the government’s decision.
When many countries are participating, a government is more likely to enter
into an IMF program. The last variable which affects the government’s de-
cision to enter agreements is lagged election. As expected, governments
are more likely to enter agreements early on in their electoral terms, after
elections.

The effect of the above variables on the government’s decision to remain
under agreements is surprising. None of the economic variables matters.
The only variable which has a significant effect on the government’s decision
to continue participation in an IMF agreement is number under. It has a
positive effect. Thus, when many other countries have IMF arrangements,
a government is more likely to continue its own participation in an IMF
program.6

5 To facilitate convergence of the model, the variables have been divided by powers of ten
so that they are all of the same order of magnitude. This is true of all specifications in this
chapter.

6 For further research on the duration of IMF agreements, see Joyce (2001).
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The variables influencing the decision of the IMF to enter into an arrange-
ment have the expected effects. Bop × size has a significant negative effect
on the decision of the Fund to sign an agreement with a country. The IMF
is more likely to enter into arrangements with countries that have low bal-
ance of payments. Thus, the Fund wants to sign agreements with countries
with large, destabilizing balance of payments deficits, in accordance with its
mandate to maintain world financial stability.

Number under, the number of countries around the world participating
in IMF programs, also matters to the IMF, but in the opposite way that it
does to the government. When number under is high, the IMF is less likely
to sign an additional country. I take this to be the effect of the IMF’s budget
constraint. As more and more countries participate in programs, the IMF
has fewer resources left for more agreements. Increasing number under
brings the IMF closer to its budget constraint. Hence, number under has a
negative effect on the IMF’s decision.

The regime variable has a significant positive effect on the decision of the
IMF to enter an arrangement with a country. Since this variable is coded 1
for dictatorships, the coefficient on this variable indicates that the IMF is
more likely to sign with dictatorships than with democracies. This finding
is consistent with Schelling’s conjecture that the costs of negotiating with
democracies are higher than with dictatorships.

Turning to the decision of the Fund to continue programs with countries,
the only variable that matters is bop × size. This is not surprising. Once
negotiations have been concluded, a loan has been earmarked for a country
and negotiation costs have been met. Thus, number under and regime
are not significant for the continuation of a program. Once a country is
participating in a program, what matters to the IMF is whether or not a
destabilizing balance of payments deficit persists. The Fund is more likely
to continue with countries that have large balance of payments deficits in
absolute terms.

Statistical tests can indicate if a story is plausible or consistent with the
data. These results indicate that the story of participation constructed in the
previous chapters plausibly holds over a large number of cases. Governments
may turn to the IMF for a loan and to have conditions imposed, subject to
rejection costs and sovereignty costs. The IMF may seek to maintain world
financial stability and to maximize its budget.

Statistical tests can also help to rule out some alternative stories. Some
variables can be shown not to have a significant relationship with participa-
tion in IMF programs. For example, in this specification, no other variables
I tested affected the decisions of governments to enter or continue participa-
tion: terms of trade, bop × size, current account, inflation, foreign
direct investment, exports (as a capacity to import), exchange rate, per
capita income, world per capita income growth, output growth,
capital stock growth, labor force growth, and a dummy variable for
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post-1982 years. I also tested other variables for the IMF and found they were
not significant in this specification: terms of trade, current account,
inflation, debt, foreign direct investment, exports, exchange rate,
per capita income, world economic growth, capital stock growth,
labor force growth, and the post-1982 dummy variable.

This does not imply, however, that the story tested in Table 4.3 is the only
story consistent with the data. When using a statistical model of bilateral co-
operation, not only can one add new variables to test, one can also rearrange
the variables assigning them to the two different actors. In the following sec-
tion, I reassign the variables above, keeping only the variable bop × size
as a consistent part of the objectives of the IMF to identify the models. The
results are intriguing and lend more confidence to the view that governments
turning to the IMF do so when they want conditions to be imposed.

loans versus conditions

The results presented in Table 4.3 indicate that a story where governments
care about their foreign reserves position as well as fiscal deficits, while the
IMF cares about balance of payments problems on a global scale, is consistent
with the available data. Suppose, however, that one wants to spell out the
technocratic concerns of the IMF in more detail. I suspect that in addition
to a concern for the overall size of a balance of payments problem, the IMF
also cares about the relative foreign reserve position of individual countries.
Hence, I assign reserves to both the government and the IMF. Consider the
results presented in Specification 4.4a of Table 4.4.

Most of the results presented in Specification 4.4a are consistent with
the results from Table 4.3. What is particularly interesting, however, is that
when reserves is included for the government and the IMF, it is significant
only for the IMF. This finding supports the “tipping the balance” story of
why governments turn to the IMF: Governments turn to the IMF for political
leverage to help reduce the deficit, regardless of their foreign reserve position;
the IMF enters into agreements with the ones with the lowest foreign reserves.

To test how strong this pattern is, I include reserves and budget balance
for both actors. Specification 4.4b of the same table presents the results.
When reserves and budget balance are assigned to both actors, budget
balance is significant for the government’s decision to enter into agreements
but not for the IMF. Reserves is significant for the IMF’s decision to enter,
but not for the government. (Most of the other variables have the same effects
as in Table 4.3.) This pattern of reserves being significant for only one actor,
and budget balance being significant for the other actor holds for a whole
range of specifications. Table 4.5 shows a “Minimal” specification, where
only reserves and budget balance are included, as well as number under
to make clear which actor is which – number under has a positive effect for
the government to enter and a negative effect for the IMF to enter. Bop × size
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table 4 .4 . “Loans” and “conditions” assigned to both actors

Specification 4.4a Specification 4.4b

Government Government

Decision Decision Decision Decision
Variable to Enter to Remain to Enter to Remain

Constant −2.89∗∗ −0.11 −2.67∗∗ 0.08
(0.60) (0.66) (0.64) (0.56)

Reserves 0.12 −0.13 −0.01 −0.19
(0.83) (0.69) (0.78) (0.57)

Budget balance −1.06∗∗ −0.26 −1.14∗∗ −0.38
(0.28) (0.35) (0.28) (0.29)

Debt service 1.29∗∗ 0.65 1.15∗∗ 0.55
(0.52) (0.72) (0.44) (0.50)

Investment −6.11∗∗ −0.08 −5.81∗∗ −0.20
(1.83) (2.01) (1.68) (1.67)

Years under 0.36∗ −0.40 0.32∗ −0.23
(0.20) (0.29) (0.18) (0.20)

Number under 0.56∗∗ 0.43∗ 0.44∗∗ 0.27∗

(0.18) (0.22) (0.18) (0.15)
Lagged election 0.87∗∗ 0.03 0.81∗∗ −0.01

(0.27) (0.38) (0.25) (0.28)

IMF IMF

Decision Decision Decision Decision
Variable to Enter to Remain to Enter to Remain

Constant 3.76∗∗ 2.98 5.15∗∗ 4.16
(1.51) (1.92) (2.05) (2.89)

Reserves −2.11∗∗ −0.53 −2.29∗∗ −0.81
(0.79) (1.01) (1.08) (1.51)

Budget balance 0.37 0.31
(0.31) (0.24)

Bop × size −0.83∗∗ −0.37 −0.89∗∗ −0.34
(0.29) (0.25) (0.35) (0.31)

Number under −0.98∗∗ −0.40 −1.20∗∗ −0.56
(0.31) (0.41) (0.39) (0.60)

Regime 0.35 0.29 0.50 0.42
(0.27) (0.28) (0.32) (0.40)

Number of observations: 1024 1024
Correctly predicted: 75% 77%
Log likelihood function: −349.80 −345.87
Restricted log likelihood: −705.46 −705.46
Chi-squared: 711.33 719.19

∗ Indicates significance at the 90% level.
∗∗ Indicates significance at the 95% level.
Note: Standard errors in parentheses. All variables are lagged one year.
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table 4 .5 . “Conditions” matter to governments, “loans” matter to the IMF

Minimal Specification All-Variable Specification

Government Government

Decision Decision Decision Decision
Variable to Enter to Remain to Enter to Remain

Constant −2.71∗∗ 0.05 −2.00∗∗ 4.39∗∗

(0.55) (0.48) (0.64) (2.21)
Reserves −0.51 −0.28 −0.18 −0.62

(0.62) (0.54) (0.80) (1.45)
Budget balance −1.02∗∗ −0.40 −0.74∗∗ −0.68

(0.24) (0.25) (0.25) (0.50)
Debt service 1.13∗∗ 1.22

(0.43) (0.83)
Investment −3.29∗ −14.68∗∗

(1.80) (4.60)
Years under 0.81∗∗ 0.24

(0.30) (0.45)
Number under 0.54∗∗ 0.29∗ 0.05 −0.26

(0.20) (0.15) (0.13) (0.31)
Lagged election 1.51∗∗ −1.89∗∗

(0.41) (0.65)
Regime 0.17 0.95∗

(0.34) (0.57)

(IMF Decisions continued)

is also included for the IMF so that the model is identified. Table 4.5 also
shows an “All-variable” specification where all variables are assigned to both
actors (with bop × size assigned to the IMF to identify the model).

The “Minimal” specification in Table 4.5 shows again that the govern-
ment is more likely to enter into an IMF agreement when the budget deficit is
high (indicated by the significant negative coefficient on budget balance).
The reserves variable has no significant effect on the decision of the gov-
ernment. Conversely, the IMF is more likely to enter into agreements with
countries with low foreign reserves (indicated by the significant negative coef-
ficient on reserves). The budget balance variable has no significant effect
on the decision of the IMF. The number under variable helps to identify the
actors. The government is more likely to enter into and continue agreements
when many other countries are participating; the IMF is less likely to enter
when other countries are participating because it faces a budget constraint.
The bop × size variable also helps to identify the IMF: The Fund is more
likely to enter into agreements with countries that have large balance of
payments deficits in absolute terms.
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table 4 .5 . (IMF Decisions continued)

Minimal Specification All-Variable Specification

IMF IMF

Decision Decision Decision Decision
Variable to Enter to Remain to Enter to Remain

Constant 4.67∗∗ 5.14∗ 4.06∗ −0.02
(1.85) (3.09) (2.09) (0.54)

Reserves −2.17∗ −0.95 −1.81∗ −0.39
(1.13) (1.41) (1.05) (0.47)

Budget balance 0.30 0.32 0.24 0.14
(0.30) (0.26) (0.34) (0.12)

Debt service 0.06 0.20
(0.50) (0.24)

Investment −5.25∗ 4.86∗∗

(2.83) (2.07)
Years under −1.12∗∗ −0.33∗

(0.52) (0.17)
Number under −1.03∗∗ −0.69 −0.50∗ 0.25∗∗

(0.34) (0.62) (0.26) (0.10)
Lagged election −1.36∗ 0.94∗

(0.70) (0.50)
Regime 0.27 0.06

(0.55) (0.25)
Bop × size −0.81∗∗ −0.29 −2.00∗∗ −0.18

(0.38) (0.32) (0.80) (0.22)
Number of observations: 1024 1024
Correctly predicted: 77% 80%
Log likelihood function: −365.61 −331.96
Restricted log likelihood: −705.46 −705.46
Chi-squared: 679.70 747.01

∗ Indicates significance at the 90% level.
∗∗ Indicates significance at the 95% level.
Note: Standard errors in parentheses. All variables are lagged one year.

The “All-variable” specification from Table 4.5 exhibits the same pattern:
Governments care about the budget, the IMF cares about foreign reserves.
The coefficient for budget balance is negative and significant for the gov-
ernment; it is not significant for the IMF. The coefficient for reserves is
negative and significant for the IMF; it is not significant for the government.

Most of the other variables have the same effects as noted above. Debt
service has a significant positive effect on the decision of governments to
enter into IMF programs, and investment has a significant negative effect
on the decision of governments to enter. In this specification, investment
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also has a significant negative effect on the decisions of governments to
continue participation. The years under variable, measuring the number of
years in the past a country has participated in IMF programs, has a positive
effect on a government’s decision to enter into programs. The finding is
more strongly significant in this specification than in previous specifications.
Number under has a positive effect, as in previous specifications, although
it is not statistically significant in the “full” specification. Elections have the
same effect for governments: They are more likely to enter into IMF programs
following elections. In this specification, elections have a negative effect on
the decision to continue. This may be the result of participating governments
being thrown out of office. Regime does not have a statistically significant
effect on the decisions of governments to enter, although dictatorships appear
somewhat more likely to continue.

For the IMF, debt service is not significant, but investment has a sig-
nificant negative effect. The IMF is more likely to enter into agreements with
countries that have low investment. Investment, however, has a positive
effect on the decision of the IMF to continue agreements with a country. The
IMF is more likely to keep countries with high investment.

The variables years under and lagged election have the opposite
effects for the IMF as they do for the government. The IMF is less likely to
enter into or continue an agreement with a country that has come to the IMF
many times in the past and with countries that have held recent elections.
This may be because the IMF doubts the ability of such countries to live
up to their commitments. If a country is already participating, however, the
IMF may continue with a country following elections.

For the IMF to enter, the coefficients of number under and regime have
the same signs as they do above in previous specifications, though they are
not as statistically significant here. Note that number under has a positive
effect on the IMF decision to continue. This may indicate that the IMF is
likely to hang on to countries already participating. Bop × size has the same
significant negative effect as above, indicating that the IMF is more likely
to enter into agreements with countries that have high balance of payments
deficits in absolute terms.

The results in the previous section (Table 4.3) show that a story of par-
ticipation in IMF programs where governments care about the IMF loan (as
indicated by the reserves variable) and about IMF conditions (as indicated
by the budget balance variable) is plausible. The results in this section
indicate, however, that this story is not plausible if we assume that the IMF
also cares about the reserve position of individual countries. If reserves and
budget balance are assigned to both actors, only budget balance mat-
ters to the government and only reserves matters to the IMF. This pattern,
found in a wide range of different specifications, is robust.

The budget balance variable is a rough proxy for a government’s de-
sire to have the IMF impose fiscal discipline. Hence, one can interpret this
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variable as the a measure of a government’s desire to have conditions im-
posed. Although this proxy is consistent with the “tipping the political bal-
ance” story of the previous chapter, this story could be better tested if other
variables could be observed. The ideal point of the government on the bud-
get, for example, would be the best variable to test if governments that want
conditions imposed are more likely to turn to the IMF than other govern-
ments. Unfortunately, this variable is unobservable.

There is, however, an additional observable variable which also plays a
role in the “tipping the balance” story that has not been tested: the number
of “veto players” in a political system. An executive may bring in the IMF
to push through policy if there exists a veto player who is opposed. The
probability that such opposition exists increases with the number of veto
players. Even if the ideal points of veto players are correlated, the probability
that one veto player is opposed to the policies preferred by the executive
never decreases as the number of veto players increases (see Tsebelis 1995,
Proposition 1; also see Vreeland 2001). I predict that as the number of veto
players increases, the probability that the government will turn to the IMF
also increases.

For the IMF, I predict the opposite. Just as the IMF may prefer to negotiate
with dictators over democracies, it may prefer to negotiate with governments
that have fewer constraints in the form of veto players. When negotiating
the conditions for an IMF loan, an executive facing several constraints in the
form of veto players can plead, “I’d like to accept your proposal, but I could
never get it accepted at home” (Putnam 1988: 440). Because countries with
fewer veto players are less constrained, they make easier negotiation partners
and are preferred by the Fund. Thus, although increasing the number of
veto players increases the probability that an executive will find an IMF
agreement useful, it may decrease the probability that the IMF will want to
expend resources negotiating with the constrained executive. The number
of veto players may have a positive effect on the decision of the executive
to enter and a negative effect on the decision of the IMF to enter into an
agreement.

I chose not to include the veto players variable (see Beck, Clarke, Groff,
Keefer, and Walsh 1999) in the main specification in Table 4.3 because the
data are new and, as of this writing, there may be some problems in mea-
surement.7 Nevertheless, including a variable measuring the number of veto
players in a political system produces results that are of interest. The variable
is measured as the sum of the number of legislative chambers for presidential
systems (if multiple parties compete in legislative elections) and the sum of
the number of parties in the government for parliamentary systems.8 Because

7 Personal communication with Philip Keefer, May 18, 2001.
8 Beck et al. (1999) call this variable “Checks1a.” The same qualitative results are obtained

using their “Checks2a.”
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table 4 .6 . The effect of the number of veto players

Government

Variable Decision to Enter Decision to Remain

Constant −0.01 2.06∗∗

(0.43) (0.85)
Reserves −2.23∗∗ −1.53

(0.84) (1.41)
Budget balance −0.48∗∗ 0.59

(0.20) (0.46)
Debt service 1.57∗∗ 0.96

(0.57) (1.71)
Investment −7.30∗∗ 6.30

(2.38) (5.65)
Log(no. of veto players) 0.81∗∗ −0.61

(0.38) (0.73)

IMF

Variable Decision to Enter Decision to Remain

Constant 1.71∗ 0.79∗

(0.94) (0.45)
Bop × Size −1.21∗∗ −0.29

(0.43) (0.20)
Number under −0.43∗∗ 0.12

(0.18) (0.11)
Log(no. of veto players) −0.88∗∗ −0.08

(0.36) (0.24)
Number of observations: 879
Correctly predicted: 79%
Log likelihood function: −307.75
Restricted log likelihood: −608.41
Chi-squared: 601.32

∗ Indicates significance at the 90% level.
∗∗ Indicates significance at the 95% level.
Note: Standard errors in parentheses. All variables are lagged one year.

the ideal points of veto players may be correlated, there may be diminish-
ing returns from adding additional veto players. Hence I use the natural
logarithm of this variable. The results are presented in Table 4.6.

Table 4.6 shows that governments facing more veto players are more likely
to bring in the IMF, as the significant positive coefficient for Log(number of
veto players) indicates for the government. For the IMF, this variable has
a negative effect. The IMF is less likely to enter into agreements with coun-
tries that have many veto players in the political system. These results hold
under many specifications tested, but not when the noneconomic variables
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(years under, number under, and lagged election) are included for the
government.9

the ‘‘stripped” or ‘‘large sample” model

It will be useful to have a “stripped” specification of selection into IMF pro-
grams so that in subsequent chapters I can test the effects of IMF programs
using the complete set of available observations. My “large sample” specifi-
cation includes only variables for which there are no missing observations.
Variables with missing observations are “stripped” from the specification.

Recall from Chapter 1 that the complete data set available on growth
includes 4,126 observations for 135 countries from 1951 to 1990. Most of
the variables used to predict selection, however, have missing observations,
cutting the sample by three quarters. Some would argue that this is appro-
priate. Most of the missing observations happen to be for the 1950s and
1960s, when IMF programs may have been substantially different, or they
are from developed and Communist countries, which have participated in
IMF programs only rarely. I would prefer, however, not to use these theoret-
ical blinders. Rather, I seek to include as many observations as possible at
least for robustness checks when I evaluate the effect of IMF programs on
economic growth in Chapter 5.

Hence, Table 4.7 presents a “large sample” model of selection which in-
cludes all available observations (only 135 observations are lost – one for
each country – since there is no lagged observation for the first observation
of each country: 4,126 − 135 = 3,991). I tested all variables with no missing
observations and included in this specification all that had significant effects
in the large sample. This less than ideal approach was used because of the
data constraints. In Table 4.7, investment, number under, regime, and
capital stock growth are assigned to both actors. Identifying variables
are assigned this time to the government (since bop × size has thousands of
missing observations). The variables included for only the government are
lagged election and years under. One additional variable is assigned
to the government: per capita income. Note that this is the first specifi-
cation in which per capita income had any significant effect (it was not
significant when included in any of the previous selection specifications).
The reason it has an effect here but did not in previous specifications is
fairly straightforward. The samples used for previous specifications did not

9 It is important to include the other variables for the government in this specification –
reserves, budget balance, debt service, and investment. Roubini and Sachs (1989)
argue that divided political systems will have particular difficulty responding to a fiscal crisis.
Including these variables is an attempt to control for “economic crisis.” Even controlling for
these factors, the number of veto players increases the probability that a government will turn
to the IMF.
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table 4 .7 . “Stripped” or “large sample” model of selection

Government

Variable Decision to Enter Decision to Remain

Constant 1.03 0.75
(0.65) (0.47)

Investment 2.61 4.12∗

(1.74) (2.10)
Lagged election 0.47∗ 0.69∗∗

(0.25) (0.30)
Years under 3.33∗∗ −0.08

(0.95) (0.14)
Number under −0.41 2.36∗∗

(1.04) (0.84)
Per capita income −3.21∗∗ −0.87

(0.73) (0.71)
Regime −1.38∗∗ −0.69∗

(0.46) (0.40)
Capital stock growth 0.07 −0.06

(0.12) (0.05)

IMF

Variable Decision to Enter Decision to Remain

Constant −1.04∗∗ 2.09∗∗

(0.25) (0.74)
Investment −0.87 −5.07∗∗

(0.74) (2.01)
Number under 0.25 −0.81

(0.56) (1.13)
Regime 0.37∗∗ 0.70∗∗

(0.13) (0.31)
Capital stock growth −0.17∗∗ 0.11

(0.07) (0.08)
Number of observations: 3991
Correctly predicted: 67%
Log likelihood function: −1156.34
Restricted log likelihood: −2324.23
Chi-squared: 2335.78

∗ Indicates significance at the 90% level.
∗∗ Indicates significance at the 95% level.
Note: Standard errors in parentheses. All variables are lagged one year.

include developed countries. In the large sample, all available countries
are included. Developed countries have rarely entered into IMF programs
(see Appendix 2 of the book), and per capita income has a negative effect on
participation.
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Many of the results presented in Table 4.7 differ from those presented in
previous specifications. There are two possible reasons for this: sample bias
and omitted variable bias. The possibility of sample bias comes from the fact
that the variable means differ between the two samples, mainly because of the
inclusion of different types of countries and including observations from
the 1950s and 1960s. The possibility of omitted variable bias comes from the
fact that most of the important variables that determine selection – shown
in the previous specifications – are not included here because of missing
observations. This specification is therefore far from ideal. It will be useful,
however, for work in subsequent chapters when attempting to control for
selection bias using the large sample.

Note that some of the results are consistent with the results of previous
specifications. Lagged election, for example, has a positive effect on par-
ticipation. Governments are more likely to enter agreements and continue
participation following elections (or, interpreted another way, they are less
likely to participate before elections). Governments are more likely to partic-
ipate if years under is high. When many governments in a country’s history
have participated, a government is more likely to turn to the IMF. In coun-
tries with a less extensive IMF history, government may be more reluctant
to bring in the Fund. The third “sovereignty cost” variable, number under,
does not have a significant effect on the decision to enter agreements for the
government, as it did in previous specifications, but it does have the same
significant positive effect on the decision to remain. Governments are not
likely to terminate participation when other governments are participating.

There are two other notable findings consistent with the story that govern-
ments seeking conditions are more likely to turn to the IMF. First, the negative
significant effect of regime indicates that dictatorships are less likely to turn
to the IMF, probably because they can push through reform on their own.
Democracies, on the other hand, are more likely to turn to the Fund. This is
consistent with the number of veto players finding from Table 4.6. Second,
with the exception of per capita income (mentioned above), the economic
variables (investment and capital stock growth) have no effect on the
decision of governments to enter agreements, and only investment affects the
decision to continue participation – governments continue when investment
is strong.

The IMF, on the other hand, continues agreements with countries that
have low investment, consistent with technocratic concerns. It also enters
into agreements with countries that have low rates of capital stock growth,
again consistent with technocratic concerns. The regime finding from pre-
vious specifications, however, persists: The IMF is more likely to sign and
continue agreements with dictatorships. Dictatorships make easier negotia-
tion partners because they do not face the same domestic constraints that
democracies do. The same reason that democracies are more likely to turn to
the Fund – that they need political support – may make the Fund stay away
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from them, since programs must be more carefully catered to the preferences
of potential veto players.

Thus, although this specification is far from ideal, it has interesting results
and will be useful when testing the effects of selection using the large sample
in subsequent chapters. The results point to similar findings in this chapter.
Governments turn to the IMF not only for a loan but also because they
want conditions imposed, subject to rejection costs and sovereignty costs.
The IMF is motivated by technocratic and bureaucratic concerns.

conclusion

The statistical findings in this chapter are important. They indicate that there
are political as well as economic determinants of IMF programs. Indeed, gov-
ernments may be motivated to turn to the Fund because they want conditions
to be imposed, regardless of their level of foreign reserves. The reason that
one observes agreements with countries that have low foreign reserves and
balance of payments problems is that the technocratic Fund prefers to sign
agreements with these countries.

This implies that IMF conditionality may have nothing to do with the
intended purpose of deterring moral hazard. The imposition of conditions
may not be a stick but a carrot, attracting unpopular governments seeking to
impose economic policy changes. The IMF may tend to be an ally for right
wing governments.

Although this argument is intrinsically important, recall that the selection
results are also a means to the end of evaluating the effects of IMF programs.
The statistical evidence presented in this chapter shows that the story of
participation developed in the previous chapters applies in general. Hence,
selection into IMF programs is not random. The ultimate purpose of this
study is to address the effect of IMF programs on economic growth. What
does this finding of nonrandom selection imply for this larger question?
When one addresses the question of economic growth, one must account for
nonrandom selection to get an unbiased estimate of the effect of the IMF.

The selection work in this chapter draws on the observable implications
from Chapters 2 and 3 to tell a statistical story. One can also draw on the
work in Chapters 2 and 3 to identify unobserved determinants of selection
as well. For example, when countries fail to persevere in a program, like
Tanzania after 1982, the IMF often claims that the country or government
lacks the “political will” to continue. The fact that the IMF cuts off countries
without “political will” implies directly that the Fund seeks to continue
agreements with countries that have “political will.” Many of the results in
this chapter indicate that governments turning to the Fund want conditions
to be imposed. Although the researcher cannot observe or measure “want”
or “will,” these may systematically influence the selection process. They may
also affect growth.
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There are other unobserved variables that may play similar roles. Recall
from the game presented in Chapter 3 (Figure 3.7) that depending on the
configuration of the actors’ preferences there can be more or less uncertainty
about whether the agreement level of conditions follows the ideal point of
the IMF or of the government. In some situations, the domestic constituency
is more certain that the government negotiated for the best deal possible. In
other situations, it is more uncertain whether the agreement represents the
most lenient conditions that the IMF would allow or really just represents
the ideal level of conditions that the government wants imposed. Hence,
belief or “trust” in government varies. Suppose that the unobserved trust in
government determines whether or not the government will seek consecutive
IMF agreements. In this way, “trust” may affect selection. And “trust” may
also affect economic growth. Fukuyama (1995) argues explicitly that “trust”
matters for national prosperity.

Thus unobserved variables that have not been tested in this chapter may
determine selection and may determine performance. How can one account
for this? Unobserved variables have not been ignored in this chapter, although
readers will have to study the technical appendix that follows the chapter
to see exactly how they are included. The appendix describes how there are
two error terms associated with the dynamic bivariate model of selection:
one for the government’s decision to participate (νG

i,t) and one for the IMF’s
decision to participate (νF

i,t).
The advantage of telling a statistical story of participation as well as a

statistical story of performance is that explicit “error terms” are associated
with both these statistical stories. “Error terms” are really not “errors” at
all, but rather unobserved determinants that researchers often assume are
randomly distributed. They may not be. The unobserved determinants of se-
lection may be correlated with the unobserved determinants of participation.
And the degree to which they are correlated indicates whether unobserved
variables influence both selection and performance. The correlation between
the IMF’s error term (νF

i,t) and the performance error term may indicate
how much “political will” matters for the IMF to continue agreements and
how much “political will” affects growth. The correlation between the gov-
ernment’s error term (νG

i,t) and the performance error term may indicate how
much “trust” matters for the government to continue participation and how
much “trust” affects growth.

Once the correlation between selection and performance “error terms”
has been identified, one can remove the bias that unobserved variables cause.
Observations of countries participating in programs and observations of
countries not participating can be matched for all other conditions – observed
and unobserved – and one can estimate the unbiased effect of IMF pro-
grams on economic growth. (Technical details of this are included in the
appendix to Chapter 5. The method is also reviewed intuitively in the body of
Chapter 5.)
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Thus, armed with the statistical results from this chapter, one may return
to the original question laid out in this study. Chapter 5 addresses the ques-
tion of the effect of IMF programs on economic growth, controlling for the
possible effects of selection.

appendix: dynamic bivariate probit
with partial observability

Assume participation at time t depends on participation at time t − 1 (that
is, assume the data obey a first-order Markov process). Let di,t denote partic-
ipation status in country i at time t: di,t = 1 if country i is under agreement
at time t, and di,t = 0 if country i is not under agreement at time t.

Let pNU,i,t denote the “transition probability” that country i enters into an
IMF arrangement at time t (that it goes from not under at time t − 1 to under
at time t). The probability that the country does not enter an arrangement at
time t is pNN,i,t = 1 − pNU,i,t. Similarly, pUU,i,t denotes the probability that
country i stays under at time t. The probability that participation ends at
time t is pUN,i,t = 1 − pUU,i,t.

The probability of participation at time t, p(di,t = 1) is the probability of
entering, pNU,i,t, if country i was not under at time t − 1 plus the probability
of continued participation, pUU,i,t, if country i was already under agreement
at time t − 1:10

p(di,t = 1 | di,t−1) = pNU,i,t(1 − di,t−1) + pUU,i,tdi,t−1

= pNU,i,t + (pUU,i,t − pNU,i,t)di,t−1 (4.1)

The decisions to enter and to continue IMF agreements are joint decisions
between a government and the Fund. For the government’s decision, I write
the value of participation as the latent regression

dG∗
i,t = γ ′xG

i,t−1 + κ′xG
i,t−1di,t−1 + vG

i,t, (4.2)

where the effects of the vector of variables determining the value of partici-
pation, xG

i,t−1, are captured by γ if the country was not under an agreement at
time t − 1 (di,t−1 = 0), and by (γ + κ) if the country was under (di,t−1 = 1).
I write (γ + κ) as a shift for algebraic convenience. The effect of unobserved
variables determining the value of participation for the government is cap-
tured by vG

i,t, which is assumed to be normally distributed. The government
wants to be under an IMF agreement if and only if the value of participation
is positive, dG∗

i,t > 0.
The value of an agreement to the IMF can be defined with a similar

equation,

dF ∗
i,t = µ′x F

i,t−1 + η′x F
i,t−1di,t−1 + vF

i,t, (4.3)

10 This characterization follows Amemiya (1985, Chapter 11).
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where the effect of the vector of variables x F
i,t−1 is captured by the vector µ

if (di,t−1 = 0) and by (µ + η) if (di,t−1 = 1). Unobserved effects are captured
by vF

i,t, also assumed to be normally distributed.
If the unobserved variables that influence the government and the IMF

are independently distributed, the probability of entering an IMF agreement
can be written as pNU,i,t = �(γ ′x G

i,t−1)�(µ′x F
i,t−1), where �(·) represents the

cumulative distribution function of the standard normal distribution. The
probability of continuing an IMF agreement can be written as pUU,i,t =
�[(γ + κ)′xG

i,t−1]�[(µ + η)′xF
i,t−1]. Thus, one can write the probability of

an IMF agreement as

p(di,t = 1 | di,t−1) = �
(
γ ′xG

i,t−1 + κ′xG
i,t−1di,t−1

)
× �

(
µ′xF

i,t−1 + η′xF
i,t−1di,t−1

)
. (4.4)

From this, one can write the likelihood function and estimate the prob-
ability of selection into IMF programs. One can, in principle, estimate this
model relaxing the assumption that the error terms of the decisions of the
government and the IMF are uncorrelated. It turns out that when one esti-
mates the specifications throughout this chapter with correlated error terms,
the correlation is not significant and all qualitative findings hold. It is not
clear that this is because errors are not correlated or if the model is not
converging properly. Models with correlated error terms have proven com-
putationally difficult to estimate in other studies as well (for example, Knight
and Santaella 1997).

As noted in this chapter, when the vectors xG
i,t−1 and xF

i,t−1 include exactly
the same variables, one cannot distinguish between the two actors, and the
model is not identified. To identify the model it is sufficient in principle that
at least one variable be not common to the two actors. Hence, a strong prior
belief that a single variable belongs to the IMF and not to the government is
sufficient to identify the parameters.

To estimate this model, therefore, one must observe the joint outcome, dt,
and the different determinants of the individual decisions, xG

i,t−1 and xF
i,t−1.

Greene (1998: 494) reports that Hessian-based algorithms perform poorly
in estimating this model and recommends the DFP (Davidson-Fletcher-
Powell) method.

The terms capturing the effects of unobserved variables, vG
i,t and vF

i,t, are
used to control for the effects of nonrandom selection in Chapter 5.
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The Effect of IMF Programs on Economic Growth

This chapter returns to the question introduced in the first pages of
Chapter 1: What is the effect of IMF programs on economic growth? The
detour through the chapters on selection into IMF programs was necessary
because estimating the effects of IMF programs is not straightforward. The
standard difficulty in evaluating the effects of any policy or program is non-
random selection (Heckman 1988). What one observes in the real world
are not experiments which would match the “treatment” and the “control”
groups, thus permitting direct inferences about the experimental effects. Pre-
vious chapters have shown that selection into IMF programs is indeed not
random. The conditions of countries that participate in agreements are dif-
ferent from those that do not. Thus, observed differences in rates of economic
growth may depend not only on the effects of IMF programs but also on
selection.

Some of the factors affecting selection are observable, such as reserves and
deficit; some are not. “Political will” and “trust” are examples. A method-
ology failing to account for these unobserved variables may overstate the
value of participation by attributing the positive effects of “political will”
and “trust” to the IMF program. Note that if such selection occurs, control-
ling only for observed variables can actually increase the bias (Achen 1986;
Przeworski and Limongi 1996).

This chapter uses the methods developed by Heckman (1976, 1978, 1979,
1988, 1990) to estimate the effects of IMF programs independently of selec-
tion. Before turning to this technical approach, however, it is instructive to
consider the more intuitive approaches that previous studies have employed:
the before-after approach, the with-without approach, and the method of
controlling for selection on observable variables. After discussing the poten-
tial bias associated with these methods, I turn to the model of correcting for
selection bias due to unobserved variables.
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previous methods

As described in Chapter 1, previous statistical evaluations of IMF programs
have approached the selection problem with different methods, from early
before-after studies (Reichmann and Stillson 1978; Connors 1979; Pastor
1987a, 1987b) and with-without studies (Gylfason 1987; Edwards and
Santaella 1993), to more recent work which corrects for observable determi-
nants of nonrandom selection of program countries (Khan 1990; Conway
1994). Each of these approaches makes assumptions about how the data are
generated in order to estimate program effects. Whether or not they produce
accurate estimates depends on the validity of the assumptions behind the
method.1

The Before-After Approach

The “before-after approach” assumes that all the conditions which can affect
a country’s rate of economic growth are exactly the same before a program
is introduced as they are after. Hence, any change in the rate of growth is
attributed to the introduction of the IMF program.

The before-after approach is intuitive and captures the way people
commonly think about evaluating programs. Consider the experiences of
Madagascar and Bolivia. The rate of growth in Madagascar was
−3.8 percent in 1976. Then Madagascar participated in an IMF program
from 1977 to 1978, and growth in 1979 was 12.7 percent. Observing an
improvement of 16.5 percent in the annual rate of growth, one declares
this program a success. On the other hand, Bolivia had a growth rate of
4.1 percent in 1979 and participated in an IMF program from 1980 to
1981. Growth in 1982 was −4.9. Since the annual rate of growth dropped
9.0 percent, this program is declared a failure.

In my “full model” sample of 1,024 observations,2 the average annual rate
of output growth in all countries the year before a spell of agreements was
2.69 percent (n = 79), and the rate of growth the first year after termination
of participation, 4.90 percent (n = 61). This would lead one to conclude
that IMF programs improve economic growth. Yet, this difference is much
smaller if one considers a longer period of time. The average annual rate
of growth for the five years before a spell of agreements was 4.39 percent
(n = 250). For the five years after agreements, the average rate of growth
per annum was 4.43 percent (n = 201). This is not a significant difference.
Figure 5.1 shows the rate of growth five years before and five years after

1 See Goldstein and Montiel (1986) for technical details.
2 Recall that “full” refers to the full selection specification which includes variables with missing

observations. The “large sample” sample refers to the stripped specification which includes
only variables with no missing observations.
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figure 5 .1 . Economic growth before and after programs

participation in IMF programs. The figure shows no visible trend. This is
consistent with the before-after findings that IMF programs have no effect
on economic growth.

The problem with the before-after mode of thinking is that it ignores world
and country-specific conditions. Conditions in Madagascar 1979 may have
been conducive to economic growth. Without the IMF, the country may have
had the same or even stronger growth. Conditions in Bolivia 1982, however,
may have been adverse to growth. Without the IMF, growth may have been
even worse. Hence, one does not know what to conclude. The before-after
method simply does not produce the counterfactuals necessary to evaluate
programs. It explicitly assumes world conditions do not change. Further-
more, to draw inferences about what would have happened if countries
without agreements had participated, one must assume selection is random.
The conditions of countries that participate are implicitly assumed to be the
same as those that do not.

The With-Without Approach

A different approach, the “with-without,” explicitly assumes that the con-
ditions of countries which participate in agreements match exactly the con-
ditions of countries which do not. The effect of the program is measured
as the difference between the average growth of countries under agreements
and the average growth of countries not under agreements. By comparing all
countries under agreements to all countries not participating, one controls
for the effects of world conditions.

This method is also intuitive. Consider the observed rate of growth per
year for countries not under agreements, 4.39 percent (n = 559), and
the observed rate of growth for countries under agreements, 2.04 percent
(n = 465). Countries that participate in IMF programs grow 2.35 percent
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more slowly than those that do not. One concludes that the Fund programs
hurt countries by lowering annual growth. This is the intuitive finding that
drives many to believe that IMF programs hurt growth.

The problem with this approach is that the observed difference may reflect
the conditions which lead governments to sign IMF agreements in the first
place. Even though the observed difference is negative, some of the difference
may have nothing to do with IMF programs. IMF programs may have no
effect or even help growth. Recall the medical analogy from Chapter 1:
To conclude that IMF programs hurt growth from the observed negative
difference is akin to concluding that doctors make their patients worse off
because people who go to the doctor have poorer health than those who do
not. Hence, one must account for the fact that patients are sick in the first
place.

Controlling for Selection on Observed Variables

Countries do not enter into IMF programs randomly; they go when they
have economic problems. This brings one to the method of correcting for
selection bias due to observable conditions.3 Since the observable conditions
of countries that participate in programs may be different from those that do
not participate, the program effect on growth is estimated by separating the
difference due to observed country conditions from the difference due to the
program. Once the observed conditions have been accounted for, the effect
on growth is assumed to be the remaining difference between the average
rates of growth for countries participating and countries not participating.

Table 5.1 presents the results of a regression on output growth con-
trolling for varying levels of capital stock growth and labor force
growth.4 I also include a dummy variable “under,” which is coded 1 if
a country is observed participating in an IMF program and 0 otherwise.
Capital stock growth and labor force growth have significant effects
on output growth, but under does not. Note that whereas the coefficient for
under is negative in Table 5.1, the standard error is large. Thus, once one
controls for the observable conditions of capital and labor, the IMF program
appears to have no effect on growth. This leads to the contention that the
IMF does not hurt growth.

As shown in the previous chapter, however, selection is not random. The
following observed variables have a significant effect on whether or not a
country participates in an IMF program: reserves, budget balance, debt
service, investment, years under, number under, lagged election,

3 For more sophisticated models to control for observed determinants of selection, see Khan
(1990) and Conway (1994).

4 Output growth (growth of GDP), capital stock growth, and labor force growth are taken
from the Penn World Tables 5.6. These variables are employed following a simple production
function explained in detail later in this chapter.
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table 5 .1 . Effect of IMF programs on growth
controlling for observable conditions

Variable Coefficient Observed Means

Constant −0.33∗ 1.00
(0.18)

Capital stock growth 0.46∗∗ 4.82
(0.01)

Labor force growth 0.54∗∗ 2.74
(0.01)

Under −0.06 0.45
(0.27)

E(output growth) 3.33
(Standard deviation) (7.04)
Observations 1024
Durbin-Watson 1.80
Adjusted R-squared 0.65
F-test 1.94

p = 0.16

∗ Indicates significance at the 90% level.
∗∗ Indicates significance at the 95% level.
Note: F-test is for the restriction α + β = 1. Standard errors in
parentheses.

bop, and regime. If these variables also influence growth, then the coef-
ficients presented in Table 5.1 may be biased. Suppose one augments this
“barebones” growth model above with the variables known to affect selec-
tion. Table 5.2 presents these results.5

Table 5.2 shows that capital stock growth and labor force growth still
have significant effects, and in fact, the coefficients remain almost unchanged
from the results presented in Table 5.1, where observed determinants of
selection were not included. The observable determinants of selection into
IMF programs, as well as the IMF dummy variable itself have no significant
effect. Selection on observable variables does not bias the results. The finding
that IMF programs have no effect on economic growth persists.

The problem with this method is that one assumes that unobserved condi-
tions that influence economic growth are the same for countries participating
and those not participating. Although this approach represents an advance-
ment in sophistication over the before-after and the with-without methods,
it does not necessarily produce more accurate results. Controlling for observ-
able determinants of selection while ignoring the unobservable may produce
more biased estimates than controlling for nothing at all.

5 To avoid losing observations, the same lagged variables as used in Chapter 4 are used for the
variables here. I am grateful to David Lam and Edwin Jager for bringing this to my attention.



112 The Effect of IMF Programs

table 5 .2 . Effect of IMF programs on growth controlling for
observable determinants of selection

Variable Coefficient Observed Means

Constant 0.091 1.00
(0.706)

Capital stock growth 0.453∗∗ 4.82
(0.011)

Labor force growth 0.547∗∗ 2.74
(0.011)

Reserves 0.054 3.01
(0.053)

Budget balance 0.021 −6.22
(0.018)

Debt service 0.008 5.15
(0.033)

Investment −0.013 13.35
(0.021)

Lagged election 0.219 0.19
(0.333)

Years under 0.036 6.91
(0.022)

Number under −0.017 36.70
(0.014)

Bop −0.000004 −120.00
(0.0001)

Regime 0.008 0.74
(0.319)

Under −0.070 0.45
(0.297)

E(output growth) 3.326
(Standard deviation) (7.038)
Observations 1024
Durbin-Watson 1.806
Adjusted R-squared 0.648
F-test 1.756

p = 0.182

∗∗ Indicates significance at the 95% level.
Note: F-test is for the restriction α + β = 1. Standard errors in parentheses.

The Problem of Unobserved Variables

Recall again the analogy of doctors and patients. Note that to fully account
for selection effects and to draw accurate conclusions about the effects of
the doctor’s treatment, one must match all the conditions of patients and
nonpatients – observed and unobserved. Observable determinants of going
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to the doctor include a person’s vital signs, for example. The observable vital
signs do not tell all the story, however. An unobservable factor that deter-
mines which people go to the doctor is their individual “will” or motivation
to stay healthy. Some people never go to the doctor even when they are sick
because they do not take their health seriously. Other people visit their doctor
even when in perfect health. People who go to the doctor may be more highly
motivated to stay healthy than people who do not. “Motivation level” can
affect health independently of a doctor’s treatment. Since motivation affects
health and highly motivated people are more likely to visit the doctor, then
matching people merely for their vital signs will overstate the effectiveness of
the doctor. The positive effects of high motivation will be wrongly attributed
to the treatment.

This is important, for doctors have been known to prescribe everything
from beneficial panaceas to benign placebos to harmful prescriptions. Sup-
pose highly motivated sick people take a harmful treatment, such as the
old practice of bloodletting. These patients will be less healthy than nonpa-
tients, and the bloodletting will make them sicker still. One will observe these
highly motivated patients to be sicker than unmotivated healthy people. If,
however, one controls for observable levels of health and not for levels of
motivation, the positive effects of the patients’ motivation will be attributed
to the treatment. One may conclude that bloodletting is harmless, for the
patients’ higher levels of motivation may be strong enough to counteract
the negative effects. If the negative effects of bloodletting are strong at first
and then wear off, while the effects of “will” persist, one will conclude that
bloodletting starts off badly and ends well.

Ironically, rather than controlling for observables alone, one would get
better estimates of the effectiveness of bloodletting from the simple and un-
sophisticated with-without approach of comparing the health of patients to
that of nonpatients. This approach leads to the conclusion that bloodletting
makes patients worse off, and it is the correct conclusion, though it fails
to identify how much damage is caused by the bloodletting and how much
is due to the conditions of patients. Ultimately, one should use a method
which can separate the effects of unobserved influences from the effect of
the treatment.6

In general, although the above methods differ in their levels of sophistica-
tion, there are no a priori grounds to assume that one method will produce
more accurate estimates than any other. Furthermore, Bird’s (1996a: 497)
contention that “results that are robust across different methodologies may
be stronger than those that are methodology specific,” does not hold true
if none of the methods models the situation appropriately. Since none of
the methodologies employed above accounts for the effects of unobserved

6 Bloodletting can, in some cases, be helpful.



114 The Effect of IMF Programs

variables, any degree of robustness in the results simply indicates that failing
to control for unobserved factors biases results consistently. All these meth-
ods are based on the assumption that participation in programs is random
with respect to any unobserved variables affecting growth. If, for example,
the “political will” of a government affects growth, one must assume that
such “political will” is randomly distributed among countries that partic-
ipate and those that do not participate. Yet, if “political will” also deter-
mines which countries participate in programs and which do not, then none
of the above methods will produce accurate estimates of the effect of IMF
programs.

estimating the counterfactual

Consider an example: The government of Portugal participated in an IMF
program in 1984 and experienced a growth rate of −1.4 percent. What was
the effect of the IMF program? To answer this question, one must know what
the rate of growth in Portugal would have been if it had not participated in
an IMF program. Unfortunately, one cannot observe Portugal both with
and without a program in 1984. The necessary counterfactual cannot be
observed.

Suppose, however, countries exist that match all the observed conditions
of Portugal in 1984 except that they do not have an IMF program. Consider
Angola-1983, which did not participate in an IMF program, as a poten-
tial match. In both Angola-1983 and Portugal-1984, capital stock grew at
2.6 percent, and whereas Portugal’s labor force growth was 1.1 percent,
Angola’s was 1.0 percent.

Are Portugal-1984 and Angola-1983 a match? The observable determi-
nants of growth are very close. They appear to differ only in their IMF
treatment status. Yet the presence of the IMF program could be correlated
to the presence of some unobserved characteristic that influences growth.
Do countries that participate in IMF programs possess some unobserved
characteristics that are typically absent in countries that do not participate?

Recall from Chapter 4 that the Fund frequently cites a lack of “polit-
ical will” as the cause of failure. This implies that countries that actually
do follow through with programs have “political will.” Maybe they are
advised by the most prestigious and trusted economists. Maybe these gov-
ernments have the confidence of domestic and foreign investors and the
support of international creditors. Maybe they have stronger negotiation
postures. Maybe the leaders want IMF conditions imposed.

Another unobserved determinant of selection discussed in Chapter 4 is
“trust.” Perhaps governments are more likely to continue participation in
IMF programs when the forces opposed to its policies do not place all the
blame on the government – when they believe that the government has ne-
gotiated the best possible IMF arrangement.
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table 5 .3 . Participation and political will
(hypothetical)

Program No Program

Political will Cases No Cases
No political will No Cases Cases

If the above unobserved variables play a role in selection and performance,
then even cases such as Portugal-1984 and Angola-1983 may not represent a
match, despite their observable similarity. If “political will” and “trust” are
randomly distributed among all countries regardless of participation status,
then their effects will cancel out when comparing large enough samples. If
they are not randomly distributed, however, then even increasing the sample
size to include all observations in the world will not reduce the bias caused
by these unobserved variables.

To see why this is true, suppose only governments with “political will”
sign agreements and governments lacking “political will” do not. The uni-
verse of cases depicted in Table 5.3 emerges. In this matrix, there are no
matching counterfactuals. One cannot simply compare countries with pro-
grams to those without, whether observed conditions are matched or not,
because the effects of the program will be confused with those of unob-
served “political will.” “Political will” matters because it makes govern-
ments more likely to enter agreements and contributes to growth. It affects
selection and performance. Thus the effects of “political will” must be sepa-
rated from the effects of the program. One must “remove” the effects of the
unobserved variables before comparing the cases with a program to those
without.

the intuition behind the model

How can one capture the effects of unobserved variables? If all one considers
are individual cases such as Portugal-1984 or Angola-1983, it is impossible,
by definition, to account for what is not observed. This book, however,
considers all cases for which data are available, using a statistical framework.
The advantage of using a statistical approach is that associated with any
statistical story is an explicit “error term.”

What is the “error term”? As one learns in any introductory course in
regression analysis, the error term simply represents unobserved explana-
tory variables, which are usually assumed to be random disturbances. Every
statistical story generates an explicit error term for each observation of the
dependent variable. The error term is merely the difference between the
actual value of the dependent variable and the predicted value of the depen-
dent variable using the observed explanatory variables. Thus, in Chapter 4,
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when I generated statistical stories of selection into IMF programs, I also
generated error terms which account for unobserved variables that deter-
mine selection. In this chapter, as I have been generating statistical stories of
the effect of IMF programs on economic growth, I have also been generating
“error terms” accounting for the unobserved variables determining economic
growth. Hence, I can approximate the effects of unobserved variables that
determine selection into IMF programs and the effects of unobserved vari-
ables that determine economic growth.

The intuition behind correcting for selection bias due to unobserved vari-
ables is straightforward once one recalls where the error terms come from.
One merely needs to consider the possible correlation between the error
terms. If the errors from the estimation of selection are correlated with the
errors from the estimation of growth, then the effects of unobserved vari-
ables are not random. To the extent that the error terms are correlated,
the unobserved variables that drive participation also determine economic
growth. Once such a correlation between error terms has been detected and
accounted for, one can remove the effects of nonrandom selection on eco-
nomic growth. Any remaining difference in growth rates between countries
that participate in IMF programs and countries that do not participate is the
inherent effect of the IMF programs.

The actual procedure of “removing” the effects of nonrandom selection is
somewhat more complex than I have laid out so far. Recall that the statistical
model used to estimate selection in Chapter 4 involves four decisions: the
decision of the government to enter agreements, the decision of the IMF to
enter agreements, the decision of the government to terminate agreements,
and the decision of the IMF to terminate them. Each of these decisions rep-
resents an area where relevant unobserved variables may be omitted. Hence,
to correct for selection bias, one needs four instruments, one corresponding
to each of the four selection decisions.

The instruments used to measure unobserved variables are “hazard rates.”
The hazard rate can be defined as the marginal probability of misclassifying
an observation given where the observation lies in the overall distribution of
observations. (See the appendix to this chapter for a formal definition.) The
hazard rate represents one way of measuring the errors associated with each
selection decision. For countries currently under agreements, the government
hazard rate is the marginal probability that the government does not want to
have an agreement (denoted λG

1 , where the superscript G refers to the govern-
ment and the subscript 1 indicates that the country is participating in an IMF
program) and the IMF hazard rate is the marginal probability that the IMF
does not want the agreement (λF

1 ). Analogously, for countries not currently
under agreements, the government hazard rate is the marginal probability
that the government wants an agreement (λG

0 ), and the IMF hazard rate
is the marginal probability that the IMF wants an agreement (λF

0 ). These
hazard rates represent the four possible areas where unobserved variables
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driving selection and performance, such as “political will” or “trust,” may
operate.

The hazard rates have a convenient property: When included in the estima-
tion of program effects, the parameters capturing their influence indicate if
there is a correlation between the selection and the performance error terms.
(Again, see the appendix for the formal definition.) Hence, if these param-
eters are significant, there exists selection on unobserved variables. If such
hazard rates are not included as explanatory variables, then the estimation of
the effects of IMF programs on growth will suffer from a misspecification –
specifically omitted variables – bias.

The appendix to this chapter provides the technical details of how the
hazard rates are generated from the statistical tests from Chapter 4 and
how they are incorporated into the estimation of growth. The appendix
also explains how the inherent effect of IMF programs on economic growth
can be estimated using the hazard rates. The general procedure is the
following:

1. A growth model is estimated separately for countries observed partic-
ipating in programs and for those observed not participating. The hazard
rates are included in this estimation as instruments to control for the effects
of unobserved variables driving selection. This generates two sets of parame-
ters, one characterizing countries under agreement, the other characterizing
countries not under. These “under” and “not under” parameters are not
biased by selection. (The inclusion of the hazard rates corrects for selection
bias.)

2. These two sets of parameters tell a story. They indicate the selection-
corrected effects of the independent variables that determine growth under
the two states of the world: participating in IMF programs and not par-
ticipating. Thus, they permit one to estimate hypothetical growth rates if
observations were “matched’ for observed and unobserved characteristics.
The vector of independent variables characterizing each country at each
year can be multiplied alternatively by the “under” parameters and the “not
under” parameters. The parameters on the hazard rates, which control for
the effects of unobserved variables are left out, thus removing the effects of
selection.

3. This produces two counterfactual observations of economic growth
for each country during each year which are matched for all conditions –
observed and unobserved. For example, this permits one to estimate two
hypothetical rates of economic growth in Angola-1983: participating in IMF
programs and not participating in IMF programs – if selection into the two
states were random. The only difference between each pair of observations
will be the inherent effect of IMF programs on economic growth. These
selection-corrected values of growth “under” and “not under” are averaged
separately over all countries and years. The difference between these two
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average rates of growth is the average inherent effect of IMF programs on
economic growth.

correcting for selection effects7

The “barebones” growth model I use follows a simple production function of
the form Y = A(Kα Lβ), where A denotes the current level of technology, K is
a measure of current capital stock, L is the size of the labor force, α captures
the efficiency with which capital is used in production, and β captures the
efficiency of labor. The model is estimated in growth form, where α and β are
estimated as the parameters capturing the effects of capital stock growth
(K̇/K) and labor force growth (L̇/L), respectively. Ȧ/A is estimated as
the regression constant. The specification is augmented by the hazard rates
(λ) to control for selection. (Other specifications are tested below to check
for the robustness of results.) Thus, the expected rate of growth, E(Ẏ/Y),
“under” and “not under” IMF programs can be written as (suppressing i, t
subscripts):

E(Ẏ/Y)0 = (Ȧ/A)0 + α0(K̇/K) + β0(L̇/L) + θG
0 λG

0 + θ F
0 λF

0

E(Ẏ/Y)1 = (Ȧ/A)1 + α1(K̇/K) + β1(L̇/L) + θG
1 λG

1 + θ F
1 λF

1

The subscripts 0 and 1 indicate “not under” and “under,” respectively.
The growth model is estimated in two steps so that the hazard rates can be
included appropriately. The hazard rates which capture the effect of unob-
served variables on the decision to enter agreements, λG

0 and λF
0 , are included

for countries currently not under agreements. The hazard rates which capture
the effect of unobserved variables on the decision to continue agreements,
λG

1 and λF
1 , are included for the countries participating in agreements. The

θ parameters associated with hazard rates are estimates of the regression
correlation between unobserved variables driving selection and unobserved
variables determining growth. If these parameters are significant, unobserved
variables driving selection (participation in IMF programs) and performance
(rate of economic growth) are correlated.

Since the growth model is estimated separately, there are two sets of num-
bers in Table 5.4: one set for countries observed under and another for
those observed not under. The columns labeled “Biased” contain the param-
eters estimated without controlling for selection effects (λs omitted). The
“Selection” columns list the parameters estimated with the hazard rates in-
cluded as instruments to control for the effects of selection. These parame-
ters have been “corrected” for selection. The “Wted Diff.” column reports
the difference between the biased parameters and the selection-corrected

7 The results presented in this section follow Przeworski and Vreeland (2000).



table 5 .4 . Growth regression by participation status

Not Under Under 1,024 Sample
Biased Selection Means Wted Diff. Biased Selection Means Wted Diff. Means

Constant −0.26 −0.13 1.00 −0.13 −0.38∗∗ −1.73∗∗ 1.00 1.35 1.00
(0.21) (0.38) (0.17) (0.44)

Capital stock 0.44∗∗ 0.44∗∗ 7.15 0.00 0.48∗∗ 0.47∗∗ 2.01 0.01 4.82
growth (0.02) (0.02) (0.01) (0.01)

Labor force 0.56∗∗ 0.56∗∗ 2.69 0.00 0.52∗∗ 0.53∗∗ 2.80 −0.02 2.74
growth (0.02) (0.02) (0.01) (0.01)

λG 0.07 −0.73 4.31∗∗ 0.14
(0.23) (1.48)

λF 0.09 −0.82 6.17∗∗ 0.12
(0.29) (2.23)

# Obs. 559 559 465 465
D-W 1.89 1.89 1.75 1.75
Adj. R-squared 0.59 0.59 0.71 0.71
F-test 1.76 1.68 0.23 0.00

p = 0.18 p = 0.19 p = 0.63 p = 0.99

∗∗ Indicates significance at the 95% level.
Note: F-test is for the restriction α + β = 1. Standard errors in parentheses.
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parameters, weighted by the observed means of the variables. The standard
errors are reported below each parameter.

The first items of interest from Table 5.4 are the coefficients on the haz-
ard rates (λ). If these parameters are not significant, then there exists no
significant selection on unobserved variables and the “biased” parameters
are, in fact, not biased at all.

Of the four hazard rates, two of them have significant effects (λG
1 and

λF
1 ). Hence, the unobserved variables driving selection and those affect-

ing performance (growth) are correlated. For countries observed “under”
agreements, the coefficients on the hazard rates for both the government
and the IMF are significant. Note that values of these coefficients are
positive: 4.31 and 6.17 respectively. Thus, there are unobserved variables
that influence the decisions of both the government and the IMF to con-
tinue participation and that also affect economic growth. The positive
coefficients on the positive “under” hazard rates indicate that growth is
overstated if the hazard rates are not included. Given the means of the
hazard rates, the overstatement is about 4.31 × 0.14 + 6.17 × 0.12 = 1.34.
The overall effect of the hazard rates for the “not under” observations is
much smaller: 0.07 × (−0.73) + 0.09 × (−0.82) = −0.12 (not statistically
significant).

Consider the difference between the selection-corrected parameters and
the biased parameters. The parameters on the main explanatory variables,
capital stock growth and labor force growth, exhibit only very small
changes. Including the hazard rates does not affect these parameters signifi-
cantly. Most of the bias that the hazard rates correct is found in the estimation
of the constants.8

To the extent that the hazard rates influence only the constants, selection
effects are independent of observed characteristics. Unobserved influences
for countries not under agreement are constant, as are the effects of un-
observed variables on countries that are under. As Heckman (1979: 155)
explains, “if the only [regressor] . . . that determines sample selection is ‘1’
so that the probability of sample inclusion is the same for all observations,
the conditional mean of [vG or vF (from the appendix of Chapter 4)] is a
constant, and the only bias [in the parameters] that results from using se-
lected samples to estimate the population structural equation arises in the
estimate of the intercept.” So the probability that countries under agreement
are included in the observed sample does not vary with respect to capital
stock growth or labor force growth. Similarly, the probability that countries

8 Note that the coefficient on the constant for countries not under agreement is not significant.
This means that there is a high probability that the true value of the constant is 0 and not
−0.13. Hence, the estimate of growth for countries not under agreements presented in the
next section may be higher than the true value. If this is the case, it merely strengthens the
qualitative conclusions of this study, presented below.
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not under agreement are included in the observed sample does not vary with
respect to these variables.

What does the selection effect of unobserved variables imply? The signif-
icant effect of λG

1 implies that unobserved variables that affect the decision
of the government to continue participation also affect economic growth.
“Trust” is an example of such a variable that has been used throughout this
study. A government that has the trust of key constituents may be better
able to use the IMF as a foil to push through policies it prefers, and therefore
may be more likely to remain in IMF programs. This same trust may reduce
transaction costs and contribute to economic growth (see Dasgupta 1988;
Coleman 1988, 1990; Putnam 1993; Hardin 1993; Fukuyama 1995; and
Levi 1998).

The significant effect of λF
1 implies that unobserved variables that affect

the decision of the IMF to continue participation also affect growth. For
the IMF, perhaps “political will” matters. The Fund claims that IMF agree-
ments may break down because of a lack of “political will” (see Killick 1995;
Bird 1998; and Humphreys 1999). This is consistent with the above finding.
“Political will” determines whether countries remain under programs or
whether agreements break down. “Political will” may translate into a
stronger negotiation posture with creditors and the respect of investors,
or these governments may be advised by the most prestigious and trusted
economists. This “political will” may make countries more likely to experi-
ence economic growth and to continue participation in IMF programs.

However interpreted, the results in this section confirm what many have
insinuated but no one has tested for: unobserved variables drive selection
into IMF programs and their effects on economic growth. Yet, detecting this
correlation is only the first step. The correlation has important implications
for the overall assessment of the inherent effects of participating in an IMF
program, which is presented in the next section. One can now remove the
effects of this nonrandom selection and present selection-corrected estimates
of the effect of IMF programs on economic growth.

the effect of imf programs on growth

It was demonstrated above that if one controls only for observed variables,
IMF programs appear to have no significant effect on rates of economic
growth. This is consistent with many previous studies. The preceding sec-
tion shows, however, that there exists a correlation between the unobserved
factors which drive participation and those which affect economic growth.
Thus, any estimation of the effect of IMF programs on economic growth
which does not include some measure of unobserved variables, such as the
hazard rates used above, suffers from an omitted variable bias. Including
the hazard rates produces estimates that are corrected for selection bias and
allows one to calculate the selection-corrected effect of the IMF programs.
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This involves calculating the weighted difference for the entire sample of
the selection-corrected parameters for countries “under” and the selection-
corrected parameters for countries “not under.” Since the mean value of
capital stock growth (K̇/K) for the entire sample is 4.82 and the mean value
of labor force growth (L̇/L) for the entire sample is 2.74, the effect of the
IMF on annual rate of GDP growth is: [−1.73 + (4.82) × (0.47) + (2.74) ×
(0.53)] − [−0.13 + (4.82) × (0.44) + (2.74) × (0.56)] = −1.53.

One can also arrive at this figure by counterfactually matching all
country-years for the unobserved as well as the observed conditions influ-
encing growth. To take one country-year example, recall that in Angola-
1983, capital stock growth (K̇/K) was 2.6 percent and labor force growth
(L̇/L) was 1.0 percent. Using the selection-corrected parameters from
Table 5.4, one can estimate that economic growth “not under” in a hypo-
thetical “random” world would have been Ȧ/A0 + α0(K̇/K)ANGOLA,1983 +
β0(L̇/L)ANGOLA,1983 = −0.13 + (0.44) × (2.6) + (0.56) × (1.0) = 1.57. An-
gola’s growth “under” in a hypothetical “random” world would
have been: Ȧ/A1 + α1(K̇/K)ANGOLA,1983 + β1(L̇/L)ANGOLA,1983 = −1.73 +
(0.47) × (2.6) + (0.53) × (1.0) = 0.02.

Thus, in this case, the annual rate of growth of GDP was lowered by
1.55 percent. In the observed world, Angola was in fact not under an IMF
program and GDP grew by 1.77 percent. Note that the observed rate includes
the effect of selection (thus it does not match the estimated 1.57 percent of
the hypothetical “random” world). If Angola had participated in an IMF
program that year, its growth would have been closer to 1.77 − 1.55 =
0.22 percent.

Of course, one cannot place much confidence in a result from one single
observation. Hence, the procedure is applied to the entire sample of 1,024 ob-
servations. Average “under” and “not under” estimates of economic growth
are produced for the entire sample. Following this procedure, it turns out
that if all countries had IMF programs during every year, and if unobserved
variables played no role, they would have grown at the average rate of 2.00.
If no country had an agreement, and again unobserved variables were re-
moved, they would have grown at the rate of 3.53. The total difference is
−1.53. IMF programs lower growth. Indeed, this effect is almost identical
for the cases actually observed under and not under (see Table 5.5).

The growth rates presented in Table 5.5 are the hypothetical rates of
growth if countries were matched for conditions, that is, if selection were
random. Since observations are matched for all conditions, the remaining
differences between the rates of growth are the inherent effects of IMF
programs. The first row of Table 5.5 presents the results of calculating
the expected rates of growth using the selection-corrected parameters for
only those observations actually under IMF programs (n = 465). The second
row presents the calculations for only those observations actually not under
(n = 559). The third row is for the entire sample (n = 1,024).
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table 5 .5 . Hypothetical rates of growth if selection
were random

Hypothetically As:

Observed As: Under Not Under Program Effect

Under 0.70 2.33 −1.63
Not under 3.08 4.52 −1.44
All 2.00 3.53 −1.53

Now that the effect of IMF programs on the annual rate of growth has
been isolated, one can return to the observed rates of growth and estimate
what growth would have been if countries’ experiences had been different.
For countries observed with agreements, the observed rate of growth was
2.04 percent per annum. The average effect of IMF programs on these coun-
tries was −1.63 percent per year. Hence, if countries observed participating in
IMF programs had not participated, they would have experienced an annual
rate of growth of 3.67 percent. When countries were observed not partici-
pating in IMF programs, their observed rate of growth was 4.39 percent. If
these countries had been participating in an IMF program, their annual rate
of growth would have been lowered by 1.44 percent. Their average growth
would have been 2.95 percent per year.

Recall that previous studies which account for selection on observed vari-
ables find that IMF programs have no negative effect on growth. Indeed,
Khan (1990) and Conway (1994) find that a program “starts out badly
and ends well.” Although the methods employed in these studies are more
sophisticated than a simple with-without approach, the conclusions are less
accurate. The negative bias caused by nonrandom selection on observables is
countered by a positive bias caused by unobserved variables, such as “trust”
and “political will.” The net effect of IMF programs – when both types of
bias are removed – is negative.

Despite the fact that for twenty years no study showed that IMF programs
hurt growth, the finding should really not be surprising. Consider once again
the observed world. In Table 5.6, I classify the observations according to their
experience of participation. Note that these observations are right-hand, but
not left-hand, censored: they reflect all the prior experience but end in 1990.
The table presents average rates of output growth, average capital stock
growth, average labor force growth, average annual level of reserves
(in terms of monthly imports) and average budget balance. Country-year
observations are separated into five categories: Never under, observations of
countries that never experienced IMF programs throughout the period 1952–
90; Before spells, observations of countries that experienced IMF programs
before entering their first IMF program; B/w spells, observations of countries
that experienced programs in the past and repeated participation but were
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table 5 .6 . Growth according to transition type

capital labor
output stock force budget

Countries: n growth growth growth reserves balance

Never under 82 5.97 9.62 2.36 5.90 −6.98
Before spells 142 4.14 7.27 2.65 2.79 −4.79
Before & b/w spells 346 4.30 7.11 2.71 3.22 −4.94
B/w spells 204 4.42 6.99 2.75 3.52 −5.05
B/w & after spells 335 4.12 6.49 2.79 3.65 −5.10
After spells 131 3.65 5.71 2.86 3.86 −5.18
During spells 465 2.04 2.01 2.80 2.10 −7.34

not currently under – those observed “between” spells; After spells, obser-
vations of countries that experienced IMF programs but had not returned to
participation by 1990; and finally During spells, observations of countries
actually participating in IMF programs. (Table 5.6 has two more categories:
Before & B/w spells, which pools the Before and the B/w observations; and
B/w & After spells, which pools the B/w and the After observations.)

Table 5.6 shows that countries which never experienced IMF programs
grew the fastest. But the most relevant comparison is of growth before and af-
ter program participation. And, whether or not one includes cases in which
a country would turn to the IMF again (those “B/w”), one can see that
program participation certainly does not accelerate growth. For any combi-
nation of the “Before” and “After” growth rates, the latter are somewhat
lower.

Just as Table 5.6 fails to show a trend of improved growth, neither does
a more detailed picture indicate any apparent trend once countries leave a
program. Figure 5.2 shows a stylized picture of the experience with partici-
pation. The top horizontal line (Never under) shows the average growth rate
of countries in my sample that never participated in an IMF program. The
second horizontal line (Not currently under) shows the average growth rate
of countries in my sample that participate at some time but were currently
not participating. The horizontal trough in the middle of the jagged line is
the observed rate of growth for countries during their participation in IMF
programs (which I stylized to last five years, about the duration of an average
spell). Both “before” and “after” growth rates along the jagged line exhibit
wide swings, and no trend emerges once countries leave programs. Statisti-
cal analysis confirms these visual impressions. Even controlling for selection
using the techniques described above, I could detect no trend before or after
participation.9

9 Splines counting years of participation and years since participation were included in the
estimation of growth but were not significant.
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table 5 .7 . Experience of countries that participated in IMF programs

Average Annual Growth over the Next 4 Years
Years of Consecutive
Participation in IMF Countries That Ended IMF Countries That Continued
Programs Program Participation IMF Program Participation

2 4.70 2.42
3 5.15 2.60
4 4.57 2.40
5 5.84 2.82
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figure 5 .2 . Growth by participation status.

Does it matter for future growth how long countries stay under the pro-
grams? Table 5.7 compares the average rate of growth during the subsequent
four years of countries that left the program after different numbers of years
with that of countries that continued to participate four more years. Their
comparison shows that for any number of years already under the pro-
gram, two through five, the observed rates of growth during the next four
years were lower if a country remained under than if it left. The selection-
corrected, hypothetical effect of the program (not reported) is also always
negative. Thus, both the observed and the hypothetical differences indicate
that countries are better off, at least during the next four years, leaving the
program rather than continuing to participate.

Hence, I conclude the following. When matched for exogenous condi-
tions, participation in IMF programs reduces growth while a country re-
mains under and has no salutary effect once a country leaves. As shown
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in the next section, these conclusions appear robust to the specification of
growth equations and samples. Countries facing economic difficulties adopt
IMF programs either because governments want to reduce budget deficits
and use the IMF as a foil, or because they are desperate for foreign reserves
and are forced to accept IMF conditions in exchange. Yet these programs
reduce growth, for as long as one can observe their effects.

Participation in IMF programs calls for several measures that reduce
growth in the short run. But the standard argument in favor of these pro-
grams is that once the economy is stabilized, deficits are eliminated or re-
duced, and the balance of payments is improved, growth will resume. This
argument is often only implicit, and it is ideological: There are no good the-
oretical reasons to believe that a balanced budget and foreign account are
sufficient for growth to occur. And it appears to be false.

other samples and specifications

Just as many different specifications of participation in IMF programs are
shown to be plausible in Chapter 4, there are many different ways that the
selection model of economic growth can be changed as well. The question
is whether altering the model changes the qualitative finding that IMF pro-
grams have adverse effects on rates of economic growth. It turns out that
results vary considerably when different specifications of the model are used.
But the most conservative estimate is −0.58 (see below). The qualitative find-
ing holds: Under all specifications, the effect of IMF programs on economic
growth is negative.

To test the robustness of the specification of the growth model, I first
experimented by adding to the basic model the following variables:

Balance of payments as a proportion of GDP
Foreign reserves
Budget balance
Debt service
Terms of trade
The rate of growth of education of an average member of the

labor force
Per capita income
The average rate of growth in the world during a given year
The percentage difference in output per worker between a given

country and the maximum product per worker during a given
year

Total number of years a country was under agreements in the
past

The duration of last stint under IMF programs (for countries
not currently under).
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None of these variables is significant when the appropriate estimators are
used.

Second, I tested to see whether country-specific and year-specific vari-
ables had any effect on rates of economic growth. Tests indicate significant
country-specific effects for the “under” sample of observations. When fixed
country effects are included in this way, the estimated effect of IMF pro-
grams on economic growth is −2.29 percent. (When country-specific ef-
fects are included for both “under” and “not under” samples, the result
is −3.29.)

Another consideration involves how one thinks about constructing coun-
terfactual observations. Note that the procedure in which one matches ob-
servations for the values of the predetermined variables assumes that they
are exogenous with regard to the states under which these observations are
made. If participation affects the values of these variables, then the coun-
terfactual “had the countries been observed under the same conditions” is
no longer valid. Having repeated the same procedure with regard to the
predetermined variables, I learned that the rate of growth of capital stock
is lower when countries are under an agreement. One cannot tell, however,
whether this is an effect of programs or of the sample for which other rele-
vant variables are available. The sample I have available is strongly biased
against countries with higher capital stock growth: The mean rate of growth
of capital stock for the subset of “under” observations for which other data
are missing is 7.15 and only 2.01 for the observations for which other in-
formation is available. Hence, one cannot know if the rate of growth of
capital stock can be treated as exogenous. In Table 5.8, the column labeled
“Endogenous capital stock growth” presents results based on the assumption
that participation affects the growth of capital stock. The expected rates of
growth are calculated by taking capital stock growth at its mean for each
participation status. When the rate of growth of capital stock is considered
to be an endogenous effect of IMF programs, the effect of these programs
appears much larger.

Because this may be merely the effect of sampling, however, I also tested a
growth model which includes all the available country-year observations of
economic growth (3,991 observations). In the estimates reported above, only
1,024 observations were used because data on many of the variables used to
predict selection into IMF programs (used to generate the hazard rates) have
missing observations. There are no data on variables such as reserves and
budget balance for the period before 1970, and data for the post-1970
period have missing observations scattered over countries and years.

To test the effect of IMF programs on economic growth using as much data
as possible, I generated hazard rates using a “stripped” or “large sample”
model of selection (recall Table 4.7 from Chapter 4). The “large sample”
model of selection includes only those variables that are available for the
entire sample. With this selection model, I generate hazard rates for the



table 5 .8 . Robustness checks

Growth Model

Panel Endogenous
Selection Specification # of Obs. Bare Bones One-Way Fixed Capital Stock Growth

Table 4.3 (exogenous selection) 1,024 −1.53 −2.29 −3.88
Table 4.3 (endogenous selection) 1,024 −1.33 −1.96 −3.68
Table 4.4, Specification 4.4a 1,024 −1.49 −2.17 −3.85 Tests indicate panel
Table 4.4, Specification 4.4b 1,024 −1.21 −1.85 −3.56 one-way fixed for these
Table 4.5 (minimal spec.) 1,024 −2.04 −2.72 −4.38 samples
Table 4.5 (all-variable spec.) 1,024 −0.88 −1.31 −3.25
Table 4.6 879 −2.59 −2.96 −5.13

Stripped spec. (post-1970 sample) 2,607 −0.58 N/A −1.93 Tests indicate no panel
Stripped spec. (large sample) 3,991 −0.67 N/A −1.77 effects for these samples
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entire sample of 3,991 observations. Results for the entire sample, as well
as the subset of all observations for the post-1970 period are presented in
Table 5.8 in the rows labeled “Stripped spec. (post-1970 sample)” (2,607 ob-
servations) and “Stripped spec. (large sample)” (3,991 observations). These
samples are used to reestimate growth according to the three growth models
discussed above: “Barebones,” “Panel (one-way fixed),” and “Endogenous
capital stock growth.”

A further concern is whether the selection process is an “exogenous” or
“endogenous” process. Selection is “exogenous” if it is not driven by the ex-
pected consequences. Hence, the predetermined variables in the growth equa-
tion do not enter into the reduced form of the selection specification. If the
expected consequences do enter into the structural form of the model, selec-
tion is “endogenous,” and the right-hand side variables of the growth equa-
tion (K̇/K and L̇/L) enter into the reduced form of the selection equation.10

Results for exogenous and endogenous selection specifications are presented
in Table 5.8 in the rows labeled “Table 4.3 (exogenous selection)” and
“Table 4.3 (endogenous selection).”

Finally, recall that in addition to the main selection specification presented
in Table 4.3 (Chapter 4), several other plausible selection specifications were
presented in Tables 4.4 through 4.6. Each of these selection specifications
can be used to generate hazard rates to correct for potential selection bias.
I re-estimated all three growth models using the hazard rates from these
different selection specifications.

These robustness tests are best presented in a table where the entries are
the selection-corrected differences between average growth expected under
and not under agreements. Consider Table 5.8. The three columns under
“Growth model,” indicate the growth model used: “Barebones,” “Panel
(one-way fixed),” and “Endogenous capital stock growth.” The rows indi-
cate the selection specification used to generate the hazard rates: Table 4.3
(exogenous selection); Table 4.3 (endogenous selection); Table 4.4, Spec-
ification, 4.4a; Table 4.4, Specification 4.4b; Table 4.5 (minimal spec.);
Table 4.5 (all-variable spec.); Table 4.6; Stripped spec. (post-1970 sample);
and Stripped spec. (large sample). The above results speak for themselves.
There is no evidence that IMF programs help growth or even have benign
effects. IMF programs hurt economic growth.

the 1 9 9 0 s

Chapter 1 explains that the data for economic growth are from Przeworski
et al. (2000) who have arranged the data from the Heston and Summers
(1995) study. These data are measured as percent change in gross domestic

10 Obviously, some variables must appear in the selection but not in the growth equation for
the model to be identified.
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product (GDP), which is measured in 1985 international “purchasing power
parity” (PPP) dollars. PPP dollars are normalized to ensure that the GDP
of different countries are comparable. The methodology to produce these
data is complicated, involving measuring the value of a “basket” of goods
in different countries and then converting the price of similar baskets in
different countries (see Heston and Summers 1995 for details).

As of this writing, the Przeworski et al. (2000) data stop in 1990. Eco-
nomic growth data are available in PPP format for the 1990s from the World
Bank, but for the period before 1990 the World Bank series is not highly cor-
related with the data used in the Przeworski et al. (2000) study (ρ = 0.6).
Thus, it is questionable whether such data are reliable. Clearly the method-
ology of the World Bank produces observations quite different from Heston
and Summers (1995). Therefore, I have not used the World Bank economic
growth data in this study.

With the above caveats in mind, I applied the same methodology to PPP
data from the World Bank on economic growth for the 1990s.11 I consider
my results preliminary and highly tentative. For what they are worth, here
they are. The selection model includes deficit, debt service, investment
(from World Development Indicators), years under and number under
for the government, and reserves, debt service, investment, number
under, and bop × size for the IMF. The sample with no missing observa-
tions includes 318 country-year observations with mean output growth of
3.5 percent per year. There are 191 observations of countries participating
in IMF programs with mean growth of 2.8 percent per year, and 127 obser-
vations of countries not participating in IMF programs with mean growth of
4.7 percent per year. The observed difference is 1.9 percent. Controlling for
selection in the manner described in this chapter, the inherent effect of IMF
programs appears to be −1.4 percent per year in this sample. The negative
finding on growth holds.

appendix: correcting for selection bias

Let y stand for the rate of growth (Ẏ/Y in the main text) and x for the
vector of observable variables that determine growth: Ȧ/A, K̇/K, and L̇/L.
Assume that y is a function of x, with the population density f (y | x). Write
the regression equations (suppressing the i, t subscripts) as:

yj = β′
j x + e j , (5.1)

where j = 1 if the country-year observation is “under” agreement, j =
{2,3,4} otherwise.

11 The data on GDP used to generate the growth rates are in 1987 international dollars. The
series is available from World Bank 1998.
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The expected value of y1 for the observed sample is

E(yu | x,y1 is observed) = E(y1 | x,dG∗
> 0, dF ∗

> 0)

= β′
1x + E(e1 | dG∗

> 0, dF ∗
> 0), (5.2)

where E(e1 | dG∗
> 0, dF ∗

> 0) is the conditional expectation of e1 given that
y1 is observed.

On the other hand, the expected value for the population is

E(y1 | x) = β′
1x. (5.3)

Hence, the expected value in the sample differs from the population value
by the conditional expectations of the error term, given that these values
are observed. If selection is not random, then e1 is correlated with the error
terms from the selection estimation described in equations (4.2) and (4.3):
Either vG – the unobserved variables influencing the government – or vF –
the unobserved variables influencing the IMF – or both.

The expected value for the selected sample can be derived as follows (see
Poirier 1980: 216). Assuming that vG and vF are independent, we can write
the expected value of E(e1 | dG∗

> 0, dF ∗
> 0) as:

E(e1 | dG∗
> 0, dF ∗

> 0) = θ ′
1GE(vG | dG∗

> 0)

+ θ ′
1F E(vF | dF ∗

> 0), (5.4)

where

E(vG | dG∗
> 0) = λG

1 = φ
[
(γ + κ)′xG

i,t−1

]
�

[
(γ + κ)′xG

i,t−1

] (5.5)

and

E(vF | dF ∗
> 0) = λF

1 = φ
[
(µ + η)′xF

i,t−1

]
�

[
(µ + η)′xF

i,t−1

] . (5.6)

Recall that �(·) denotes the cumulative distribution of the standard normal
distribution. φ(·) denotes the probability density function of the standard
normal distribution. We can thus write the expected value in the observed
sample as

E(y1 | dG∗
> 0, dF ∗

> 0) = β′
1x + θ ′

G1λ
G
1 + θ ′

F1λ
F
1 . (5.7)

Note that if (5.1) is estimated on the basis of the observed sample, the
variables λG and λF are omitted from the specification. Hence, the selection
problem is a source of omitted variable bias (Heckman 1979).

We can now also understand why controlling (or “matching”) for the
variables that enter into both selection and outcome equations may in fact
exacerbate, rather than attenuate, the selection bias (Achen 1986). Follow-
ing Heckman (1988), distinguish first between selection on observables and
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on unobservables. Selection on observables occurs when the expected co-
variance E(e1vk) �= 0, k ∈ {G, F }. But once one controls for the observed
variables, xk, it vanishes so that E(e1vk | xk) = 0. Selection is on unob-
servables when E(e1vk | xk) �= 0, so that controlling the factors observed
by the investigator does not remove the covariance between the errors in
the outcome and the selection equations. Now note that the regression coef-
ficient θ1 = cov(e1, vk)/var(e1). If selection is on unobservables, controlling
for some observed variable in x (from the outcome equation 5.1) may reduce
the error variance e1 without equally reducing the covariance of e1 and vk.
Hence, the coefficient on the omitted variable will be larger and the bias will
be exacerbated.

Note that correcting for selection bias for country-years observed “not
under” is not straightforward. There are a total of four states of the world.
In state (I), where country-years are observed under an IMF agreement,
correction is straightforward:

(I): E(y1 | x, observe agreement) = E(y1 | x, dG∗
> 0, dF ∗

> 0)

= β′
1x + E(e1 | dG∗

> 0, dF ∗
> 0),

where both the government and the IMF want the agreement.
For country-years observed not under, however, there are three possible

states of the world:

(II): E(y2 | x, no agreement) = E(y2 | x, dG∗
< 0, dF ∗

< 0)

= β′
2x + E(e2 | dG∗

< 0, dF ∗
< 0),

(III): E(y3 | x, no agreement) = E(y3 | x, dG∗
< 0, dF ∗

> 0)

= β′
3x + E(e3 | dG∗

< 0, dF ∗
> 0),

(IV): E(y4 | x, no agreement) = E(y4 | x, dG∗
> 0, dF ∗

< 0)

= β′
4x + E(e4 | dG∗

> 0, dF ∗
< 0).

In (II), neither the IMF nor the government wants to be under. In (III), the
IMF wants an agreement, but the government does not want to be under.
In (IV), the government wants the agreement, and the IMF does not. The
problem is that since we do not observe the actors’ individual decisions, we
do not know how to break up the “not under” observations respectively
between states (II) through (IV).

We know that

E(vG | dG∗
< 0) = λG

0 = −φ
(
γ′xG

i,t−1

)
1 − �

(
γ′xG

i,t−1

) (5.8)
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and

E(vF | dF ∗
< 0) = λF

0 = −φ
(
µ′x F

i,t−1

)
1 − �

(
µ′x F

i,t−1

) , (5.9)

but we do not observe when to use which pair of instruments when an
observation is “not under”:

(
λG

0 , λF
0

)
,
(
λG

0 , λF
1

)
, or

(
λG

1 , λF
0

)
.

I proceed by trying three different assumptions: assuming that all obser-
vations belong to state (II), assuming that all observations belong to state
(III), and assuming that all observations belong to state (IV):

E(y1 | d = 1) = β′
1x + θ ′

G1λ
G
1 + θ ′

F1λ
F
1 , (5.10)

E(y2 | d = 0) = β′
2x + θ ′

G2λ
G
0 + θ ′

F2λ
F
0 , (5.11)

E(y3 | d = 0) = β′
3x + θ ′

G3λ
G
0 + θ ′

F3λ
F
1 , (5.12)

E(y4 | d = 0) = β′
4x + θ ′

G4λ
G
1 + θ ′

F4λ
F
0 . (5.13)

This produces four sets of βs with which to estimate growth according to
four possible states of the world. The expected average rates of growth are

(I) Growth “under” (both want agreement): 2.00
(II) Growth “not under” because both: 3.53

(III) Growth “not under” because of the government: 3.66
(IV) Growth “not under” because of IMF: 3.19

For the “barebones” growth model, the effect of the IMF ranges from
−1.19 to −1.66. In the main body of the text, I report the effect of IMF
programs as the difference between state (I) and state (II).
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Distributional Consequences of IMF Programs

The question of why governments participate in IMF programs was origi-
nally raised as a means to an end. To evaluate IMF program effects, one
must understand selection into IMF programs. The results from Chapter 5
indicate that the effects of IMF programs on economic growth are negative.
Ironically, this finding leads directly back to the selection question: If IMF
programs hurt growth, why do governments enter into these agreements?
The argument laid out in this book is that governments want IMF agreements
to help push through policies that face opposition. But why do governments
seek to push through policies that hurt growth? The goal of this book was to
answer the growth question, but this new question is simply too intriguing
to leave hanging.

One possibility, proposed by Pastor (1987a, 1987b), is that governments
bring in the IMF for distributional reasons. Pastor found that the labor share
of income decreased under IMF programs. Since Pastor’s study, a second
large-n study (Garuda 2000) has largely confirmed the finding that IMF
programs increase income inequality.

Note that if IMF programs increase income inequality, then the less-well-
off are definitely worse off when governments participate. Growth of total
output is lowered and their share of output shrinks as well. But the same
is not true for those at the upper end of the income distribution. Although
overall economic growth may suffer under the IMF, some groups may gain
because of distributional shifts.

Previous studies on the effects of IMF programs on distribution do not
employ parametric methods to control for nonrandom selection. In this chap-
ter, I apply the methodology used in Chapter 5 to evaluate the longest single
series of data available on distribution: the labor share of income from manu-
facturing. The obvious disadvantage of this series is that it includes data only
on the manufacturing sector. The advantage of using this series, however, is
that it includes 2,095 observations of 110 countries over the period of 1961
to 1993. The importance of using this series of data is that previous studies

134
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using data with fewer observations were unable to use parametric methods
to control for other factors that may influence both IMF participation and
income distribution (Garuda 2000).

If my results are consistent with the findings of Pastor (1987a, 1987b) and
Garuda (2000), it will increase confidence in the finding that the inherent
effects of IMF programs on income distribution are negative. If so, it may be
true that the income of some groups actually increases under IMF programs,
even though overall growth is hurt.

background on the imf and distribution

As noted in Chapter 1, during the early part of the history of the Fund,
officials argued that domestic political issues – such as income distribution –
were not the business of the IMF (see Williamson 1983; Polak 1991).
Officials began addressing the issue, however, after countries went off the
gold standard in the 1970s. The Fund shifted from a currency regulating
institution to a manager of balance of payments problems, involved in the
national policies of developing countries. Officials claimed that their pro-
grams had no necessarily negative effect on income distribution (see Johnson
and Salop 1980 and Sisson 1986; cited in Pastor 1987a: 52). They even indi-
cated that the Fund’s programs can help improve the distribution of income
within a country.

The theoretical links between IMF programs and income distribution are
not clear-cut. Economists at the Fund have claimed “the distributional ef-
fects of IMF stabilization programs are so complex that they defy simple
categorization” (Pastor 1987a: 54). Programs typically include many policy
changes that can influence the distribution of income, but the direction and
magnitude of the effects of such changes depend on particular characteristics
of the economy and on how reforms are structured.

Garuda considers the effects of devaluation, which decreases the price
ratio of nontradable to tradable goods. If the poor are rural farmers produc-
ing goods for export, this can improve the distribution of income, but if the
poor are urban consumers facing higher food prices or rural farmers pro-
ducing for domestic consumption, it can increase income inequality (Garuda
2000: 1033). Pastor (1987a: 54) explains that devaluation can also worsen
the distribution of income if elite groups engage in capital flight prior to the
devaluation.

Another example, reducing access to domestic credit affects groups ac-
cording to their access to other sources of credit by increasing interest
rates or bank reserve requirements, or by imposing explicit credit ceilings.
Large, well established firms are favored over small and medium sized firms,
and the urban sector is favored over the rural sector (Johnson and Salop
1980: 11).
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Trade liberalization, which has increasingly been part of IMF pro-
grams, may benefit labor-intensive sectors and eventually result in higher
wages or lower unemployment, but these effects will be small and slow,
whereas formerly protected sectors will contract first, lowering income in
these areas (Handa and King 1997: 915–16).

Reduction of public expenditure is the most common feature of Fund-
supported programs and has perhaps the most straightforward distribu-
tional consequences. In an analysis of ninety-four programs from 1980 to
1984, for example, Sisson (1986: 34) reports that eight-six of them involved
some restraint of central government current expenditure. Fifty-six programs
involved restraint on capital outlays and net lending (Sisson 1986: 34). As
Johnson and Salop note, “the brunt of any downward adjustment of govern-
ment expenditure to GDP is most commonly borne by public sector employ-
ees engaged in projects that come to be postponed, together with the private
domestic suppliers of services associated with such projects. These tend to be
highly capital-intensive ventures in construction and public utilities” (1980:
12). Wage freezes, limits on employment, and reduced benefits for public em-
ployees are also common. Sisson (1986: 34) reports that over three-fifths of
programs involved wage restraint. The overall effect of reducing the govern-
ment budget deficit on income distribution depends on the composition of
the budget cuts, the mobility of producers, and the adaptability of consumer
patterns (Garuda 2000: 1033). As Garuda explains, “virtually any overall re-
sult can be achieved, provided that overall expenditures are reduced” (2000:
1034).1

Because programs can be achieved in many different ways with different
consequences for distribution, study after study has noted that the political
power of various groups may influence the final outcome (Garuda 2000:
1033; Pastor 1987a: Chapters 3 and 5; Sisson 1986: 33; Diaz-Alejandro
1981: 126). Dell argues that the causes of distributional outcomes “lie more
in the realm of politics than economics” (Dell 1982: 609; cited in Pastor
1987a: 56). As Pastor contends, “once the green light is given for real wage
deflation to encourage exports, there is little reason for elites to restrain
‘wage compression’ to that sufficient to maintain the real consumption wage”
(1987a: 56). Staff at the Fund have also acknowledged this political dimen-
sion: Johnson and Salop note, “Domestic political considerations will largely
determine who bears the burden of reducing and restructuring aggregate de-
mand” (1980: 23), and “the choice of policy instruments will be influenced by
the political power of various income groups” (1980: 12). Governments may
implement IMF programs in such a way as to protect certain constituencies.

1 For a review of the theoretical links between IMF structural adjustment programs and income
distribution, see Garuda (2000), Handa and King (1997), Heller, Bovenberg, Catsambas, Chu,
and Shome (1988), Pastor (1987a: 51–61, 108–47), Sisson (1986), and Johnson and Salop
(1980).
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empirical approaches

Pastor (1987a, 1987b) conducted the first large-n study of the effects of IMF
programs on income distribution. Pastor considered labor’s “wage share of
net domestic product” (1987a: 88) in eighteen Latin American countries
from 1965 to 1981.2 He compared labor share before and after IMF pro-
grams and included a control group of nonprogram countries. He found that
“the single most consistent effect the IMF seems to have is the redistribution
of income away from workers” (1987a: 89).

The “before-after” approach that Pastor employed is intuitive and was,
for its time, methodologically reasonable. The problem, as discussed in the
previous chapter, is that one must assume that all the conditions which can
affect the labor share of income are exactly the same before and after a
program is introduced. Any change in labor share is attributed to the intro-
duction of the IMF program.

The Garuda (2000) study represents a methodological advance as he ex-
plicitly addresses the selection problem. Garuda studies the effects of fifty-
eight IMF programs on GINI coefficients and the income of the poorest
quintile in thirty-nine countries from 1975 to 1991. He finds that income
distribution deteriorates when countries facing severe balance of payments
problems enter into IMF programs. For countries facing less severe external
accounts imbalances, however, he finds improvements in income distribution
when they enter into IMF programs.

Garuda’s data come from Deininger and Squire’s (1996) recently pub-
lished data set measuring income inequality. Unfortunately, this data set
provides only a limited number of observations that are designated by the
authors as “high quality.” Garuda uses 370 observations.

The scarcity of data limits the methods Garuda can employ to analyze
the effects of the IMF. He attempts to correct for selection bias by con-
structing “propensity scores” (see Conway 1994, for a description of the
method), breaking observations “into groups by propensity score and then
[comparing] means within those groups.” Garuda notes, however,
that although “data limitations prevented the use of . . . regression-based
modeling, . . . it should definitely be employed with a larger data set” (2000:
1037).3

2 Pastor’s data come from Series 1.3 of the U.N. National Accounts “Cost Components of
the Gross Domestic Product (GDP),” which was computed from employee compensation,
consumption of fixed capital, new indirect business taxes, and net operating surplus. He
calculated labor share of income by dividing employee compensation by new production
(GDP minus capital consumption) (1987a: 202).

3 It may seem that the 370 observations that Garuda worked with should be sufficient to run
regression analysis. Note, however, that the data exhibit country specific effects, thus at least
two observations per country are required or observations must be discarded. And there must
be two observations in each state of program participation. Very few observations remain
once these observations are discarded.
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This chapter takes the next step suggested by Garuda, applying regression
analysis to a larger data set: the labor share of income from manufacturing.4

The disadvantage of this series on labor share is that it covers only one sector
of the economy. This is a real limitation as the manufacturing sector of the
economy is small in many developing countries. For example, for the time
period of my sample (1961–93), value added in the manufacturing sector
of the economy accounts for about 21 percent of GDP in South American
countries. In Asia, it accounts for about 18 percent, and in African countries
only about 11 percent. Thus, the analyses of other data sets by previous
studies (Pastor 1987a, 1987b; Garuda 2000) are important, as they provide
a fuller picture of the economy.

Employing the data sets used by Pastor and Garuda, however, leads to a
different – and potentially more severe – limitation: the inability to correct for
selection bias using parametric analysis. The reason for this is that there are
simply not enough observations to perform rigorous statistical analysis. The
recently expanded version of the data Garuda used (see the World Income
Inequality Database) includes 1,703 separate country-year observations.
These observations are not comparable, however, as they are measured in
different ways. For example, data from different countries have different ref-
erence units (household, individual) and different income definitions (UNDP
2000: 8).5 The updated labor share data from the United Nations that Pastor
used includes only 511 separate country-year observations. When one con-
trols for country-specific effects and splits the sample between countries par-
ticipating in IMF programs and countries not participating, there are simply
not enough observations to use parametric methods to correct for selection
bias. This is exactly the problem cited by Garuda.

The advantage of using the series on labor share of income from man-
ufacturing is that it includes 2,095 observations. This is by far the largest
data set available on a single series of data. Observations span the period
of 1961 to 1993 and include 110 countries. Ninety-one of these countries
participated in 352 separate IMF arrangements which covered a total of
599 country-years. These data were collected according to the same method-
ology, are thus comparable across time and country, and can be analyzed
using parametric methods to control for other factors that may influence
both IMF participation and income distribution.

To control for selection effects, I will need to employ a selection specifi-
cation from Chapter 4. Recall that if I use the “full” selection specification
from Chapter 4, my sample will be reduced to 1,024 observations. Since
many of the 1,024 country-year observations are not in common with the
2,095 country-year observations on labor share, the sample will actually be
reduced to a few hundred observations – fewer than required to perform

4 Definitions and sources of all data used in this study are found in Appendix 1 to this volume.
5 For a critique of this data set see Atkinson and Bourguignon (2000).
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table 6 .1 . Labor share of manufacturing income
(percentage) according to IMF experience

Observations
of Countries Mean Median n

Never under a spell 45.069 46.679 414
Before spells 36.177 36.000 381
Before and between spells 34.754 33.350 758
During spells 31.570 29.500 599
Between spells 33.317 30.100 377
Between and after spells 38.930 39.400 799
After spells 43.945 45.300 422

the analysis. Thus, I use the “stripped” or “large sample” selection speci-
fication from Table 4.7 to obtain the instruments (hazard rates) to correct
for selection bias. This allows me to analyze a much larger sample. Analyz-
ing smaller samples has precluded parametric analysis. These nonparametric
approaches on smaller data sets show that IMF programs increase inequal-
ity. The question is whether this finding holds when put to a more rigorous
statistical test.

the effect of imf programs on labor share

First consider what is observed. Table 6.1 shows the labor share of income
from manufacturing according to the experiences of countries participating
in “spells” of IMF programs. The first row of Table 6.1 (Never under a
spell) shows the mean and median labor share (percentages) for the nineteen
countries in the sample that never participate in an IMF agreement for as
long as they are observed (414 country-year observations). The second row
(Before spells) gives the mean and median labor share for those countries that
have not yet participated in an IMF program but eventually do participate.
The third row (Before and between spells) pools the “Before” observations
and the “Between” observations, which are observations of countries that
are not currently participating in an IMF program, but have in the past
and do in the future. The “During spell” row presents the 599 observations
of countries actually participating in an IMF arrangement. The “Between
spells” row reports just the “Between” observations (countries that are not
currently participating but have participated and will participate again). The
“Between and after spells” row pools the observations of “Between spells”
with the observations of “After spells,” which are observations of countries
that have participated in IMF programs in the past, but do not return before
the end year of the sample (1993).

Table 6.1 shows that the observation made by Pastor in 1987 about
Latin America holds over a longer period of time and over the entire world:
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labor share is lower for countries that participate in IMF programs. Labor
is best off in countries that have never participated in an IMF program, and
worst off in countries currently participating in an IMF program. Labor
does slightly better when the country leaves the IMF program, but labor
share does not appear to rebound immediately.

Figure 6.1 represents these observations graphically, showing the average
experience of countries over time. The valley traced by the thick line in the
middle of the figure represents the labor share of manufacturing income when
countries participate in IMF programs. The dotted lines show the experience
of before and after programs. The thin dashed lines represent the experience
of countries between programs. Note that many of the between observations
are double counted because countries may exit IMF programs for only a
short time before returning. For example, of the seventy-eight observations of
countries between programs one year before returning (−1), and the seventy-
nine observations of countries between programs one year after (+1), twenty-
nine of these observations are in common. The thick dashed horizontal line
near the top of the figure represents countries that never participate in IMF
programs.

Labor share is low in countries before they enter IMF programs, but there
does not appear to be any trend leading up to participation. When countries
enter IMF programs, labor share plummets and as participation continues
it seems to trend downward. When countries emerge from IMF programs,
labor share trends upward – it appears to take about ten years to “catch
up” to countries that never participate. Note, however, that most countries
that participate in IMF programs return before ten years. This is why the
number of “between” observations after programs declines rapidly (from
seventy-nine observations to nineteen observations) as countries move from
+1 to +7 years out – countries enter new IMF programs. The average stint
“out” of IMF programs before returning is about five years.

So the observed world supports Pastor’s and Garuda’s findings. But do
they hold when one controls for nonrandom selection on observed and
unobserved conditions? Table 6.2 presents the regression results for labor
share using the method employed in Chapter 5 for economic growth. The
regression is run on the sample split between observations of countries
with IMF programs and those without. The hazard rates for the govern-
ment and the IMF (λG and λF ) are included to correct for potential selec-
tion bias. The model includes random effects to control for country specific
characteristics.6

6 All variables are lagged so the first observation for each country is discarded. This reduces the
sample size from 2,095 to 2,016. Only 1,846 of these observations are included in the regres-
sion analysis because the random effects model to control for country specific effects requires
that there be at least two observations for each country. Countries with only one observation
in either the “participating” or “not participating” states are discarded. I choose the random
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table 6 .2 . Labor share of income from manufacturing regression by
participation status

Not Participating in Participating in
IMF Programs IMF Programs

Explanatory Variables Coefficient Mean Coefficient Mean

Constant 39.39∗∗ 1.00 31.71∗∗ 1.00
(1.77) (2.31)

Capital stock/worker (1000s) 0.23∗∗ 13.18 −0.19 5.58
(0.06) (0.21)

Per capita income (1000s) −0.66∗∗ 5.28 0.90 2.46
(0.25) (0.82)

Price level of consumption 0.06∗∗ 71.40 0.002 54.59
(0.01) (0.01)

Regime −5.90∗∗ 0.45 −1.32 0.64
(1.05) (0.98)

λG 1.83∗∗ −1.41 4.01 0.15
(0.32) (2.88)

λF −2.82 −0.27 5.87 0.16
(2.70) (4.88)

Mean of dependent variable, labor share 39.88 31.57
Standard deviation (13.54) (11.73)
Number of observations 1305 541
Lagrange multiplier test 3206.99 1266.45
Hausman test (fixed versus random) 30.44 2.54

∗∗ Indicates significance at the 95% level.
Note: Standard errors in parentheses. All variables are lagged one year.

My specification of the determinants of labor share follows the “bench-
mark regression” suggested by Rodrik (1999: 714) in his work, “Democra-
cies Pay Higher Wages”:

(a) average labor productivity in manufacturing, as measured by capital
stock per member of the labor force (capital stock/worker)7

effects model so that a single constant term is estimated for each state, “participation” or
“not participation.” This is a more convenient approach than the fixed effects model which
estimates a country-specific constant term. If a country is observed in only one state of partic-
ipation, no counterfactual constant term is estimated. Thus, one cannot estimate what labor
share would have been if the country had been in the other state of participation. One way
around this is simply to use the average of the fixed effects for each state. When I do this, the
results presented in this chapter hold.

7 To control for labor productivity, Rodrik (1999) uses manufacturing value added per worker
instead of capital stock per worker. I use capital stock per worker because of the greater
availability of data (4,126 observations versus 1,838 observations). These variables are highly
correlated: (ρ = 0.8 ).
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(b) per capita GDP, “as a handy proxy for other structural determinants
correlated with levels of income” (per capita income)

(c) average price level of consumption, “to indicate cost-of-living differ-
ences not captured by exchange rate conversions” (price level of
consumption)

(d) country specific effects (random effects model)

I also follow Rodrik by including a variable measuring “regime” (coded
1 for dictatorships and 0 for democracies). These data come from Przeworski
et al. (2000) who take the economic data from the Penn World Tables 5.6
(Heston and Summers 1995).

Most of the coefficients reported in Table 6.2 are consistent with Rodrik’s
(1999) findings. First of all, his finding that dictatorships pay lower wages
than democracies holds when one controls for participation in IMF pro-
grams. Note, however, that this finding is stronger when countries are
not participating in IMF programs. On average, labor share of income is
5.9 percent lower in dictatorships than in democracies when countries do
not participate in IMF programs, but only 1.3 percent lower when countries
participate in IMF programs. This may be because labor share is already
much lower when countries participate in IMF programs.

For observations of countries not participating in IMF programs, the ef-
fect of capital stock/worker is positive and significant, as is the effect of
price level of consumption. For observations of countries participating
in IMF programs, the effect of GDP per capita (per capita income) is posi-
tive as is the effect of price level of consumption, though the coefficients
have large standard errors and are not statistically significant. There are two
strange findings reported in Table 6.2 that are not consistent with Rodrik
(1999): the significant negative effect of per capita income for observa-
tions of countries not participating, and the small negative effect of capital
stock/worker for observations of countries participating.

The fact that per capita income does not have a positive effect on la-
bor share of income for observations of countries not participating in IMF
programs may have to do with the fact that countries with high levels of per
capita income are less likely to participate in IMF programs. The relation-
ship between labor share and per capita income may simply be flat at higher
levels of per capita income. To test this, I replace per capita income with
log [per capita income] (the natural logarithm of per capita income) in
the specification presented in Table 6.3.

The effect of log [per capita income] is not significant, but the
coefficient is positive, as expected. The strange negative effect of capital
stock/worker for countries observed participating in IMF programs, per-
sists in this specification. This result may simply be driven by multicollinear-
ity between per capita income and capital stock/worker as they are
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table 6 .3 . Labor share of income from manufacturing regression by
participation status (with the natural log of GDP per capita)

Not Participating in Participating in
IMF Programs IMF Programs

Explanatory Variables Coefficient Mean Coefficient Mean

Constant 36.71∗∗ 1.00 32.60∗∗ 1.00
(1.83) (2.16)

Capital stock/worker (1000s) 0.03 13.18 −0.08 5.58
(0.05) (0.18)

Log [per capita income (1000s)] 1.49 1.25 0.99 0.64
(0.96) (1.93)

Price level of consumption 0.06∗∗ 71.40 0.003 54.59
(0.01) (0.01)

Regime −4.95∗∗ 0.45 −1.27 0.64
(1.06) (0.98)

λG 1.66∗∗ −1.41 4.26 0.15
(0.32) (2.87)

λF −2.83 −0.27 6.56 0.16
(2.72) (4.86)

Mean of dependent variable, Labor share 39.88 31.57
Standard deviation (13.54) (11.73)
Number of observations 1305 541
Lagrange multiplier test 3212.84 1208.55
Hausman test (fixed versus random) 20.76 2.23

∗∗ Indicates significance at the 95% level.
Note: Standard errors in parentheses. All variables are lagged one year.

highly correlated (ρ = 0.9). In the specification presented in Table 6.4, I
leave out per capita income.

The effect of capital stock/worker for countries observed participating
in IMF programs is positive, though not significant in this specification. All
other coefficients have the expected sign.

To test for the significance of the apparent time trends evidenced in
Figure 6.1, I tested “count” variables: For countries participating, I included
a count of how many consecutive years a country has participated in IMF
programs. For countries not participating, I included a count of the num-
ber of years since participation in an IMF program ended (coded zero if a
country has not yet participated). To distinguish countries that have not yet
participated, I also included a dummy variable coded one if a country has
not yet participated and zero otherwise. I also tested for trends leading up
to IMF programs. When these splines8 are included in the regressions, the

8 The splines I use are essentially count variables, counting the number of years during or after
an IMF program.
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table 6 .4 . Labor share of income from manufacturing regression by
participation status (without per capita income)

Not Participating in Participating in
IMF Programs IMF Programs

Explanatory Variables Coefficient Mean Coefficient Mean

Constant 37.88∗∗ 1.00 32.68∗∗ 1.00
(1.67) (2.14)

Capital stock/worker (1000s) 0.08∗∗ 13.18 0.00 5.58
(0.03) (0.12)

Price level of consumption 0.06∗∗ 71.40 0.00 54.59
(0.01) (0.01)

Regime −5.33∗∗ 0.45 −1.21 0.64
(1.03) (0.97)

λG 1.68∗∗ −1.41 4.25 0.15
(0.32) (2.87)

λF −2.57 −0.27 7.09 0.16
(2.72) (4.75)

Mean of dependent variable, Labor share 39.88 31.57
Standard deviation (13.54) (11.73)
Number of observations 1305 541
Lagrange multiplier test 3207.19 1207.19
Hausman test (fixed versus random) 22.97 9.31

∗∗ Indicates significance at the 95% level.
Note: Standard errors in parentheses. All variables are lagged one year.

trends over time observed in Figure 6.1 turn out not to hold when the other
variables are taken into account. They are not statistically significant when
included in the above specifications.9

Most of the coefficients on the hazard rates in the above tables are small
with large standard errors, indicating there is not much bias from nonrandom
selection. The only significant hazard rate is λG for observations of coun-
tries not participating. The effect is 1.83 according to the specification in
Table 6.2, 1.66 according to Table 6.3, and 1.68 according to Table 6.4.
This effect indicates that unobserved variables driving selection also deter-
mine labor share. If this hazard rate were not included, one would understate
labor share for countries not participating by approximately 2.58 percent
according to Table 6.2, 2.34 percent according to Table 6.3, and 2.37 percent
according to Table 6.4.10 Since the only significant selection effect appears to
be understating labor share for observations of countries not participating,

9 These results are not presented here, but are available from the author upon request.
10 These estimates are derived by weighing the coefficient by the mean, for example, 1.83 ×

(−1.41) = −2.58.
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table 6 .5 . Hypothetical labor share of income from manufacturing according
to IMF experience (selection-corrected estimates)

According to According to According to
Specification Specification Specification
from Table 6.2 from Table 6.3 from Table 6.4

Predicted labor share if countries 39.98% 39.86% 39.85%
do not participate

Predicted labor share if 33.12% 32.38% 32.23%
countries participate

Predicted overall effect −6.86% −7.47% −7.63%

Number of observations 1846
Actually observed mean 37.44%
Observed mean not participating 39.88%
Observed mean participating 31.57%
Observed difference −8.31%

it is not surprising that the negative finding of previous studies holds here
(see Table 6.5).

I use the coefficients above to estimate the inherent effects of IMF
programs. As is done in Chapter 5 to estimate hypothetical growth rates,
one can calculate the hypothetical labor share by multiplying the observed
values of capital stock/worker, per capita income, price level of
consumption, and regime by the coefficients for “Participating” and “Not
participating” reported in the tables above.

Table 6.5 presents the average for the entire world of these hypotheti-
cal scenarios. Because the parameters are unbiased by nonrandom selection,
differences in country conditions are essentially “matched.” Thus, the differ-
ences between these averages are an estimate of the inherent effects of IMF
programs.

Table 6.5 reports that once one controls for other factors – nonrandom
selection, the average labor productivity in manufacturing, per capita GDP,
the average price level of consumption, country specific effects, and regime –
the inherent effect of IMF programs is negative. The effect of IMF programs
on labor share of income for manufacturing is smaller than the observed dif-
ference of −8.3 percent; the effect ranges from −6.86 to −7.63, depending
on the specification of labor share used. So some of the observed difference
is due to other factors. The remaining significant negative effect, however,
confirms the results of Pastor (1987a, 1987b) and Garuda (2000). Govern-
ments under IMF economic reform programs structure these reforms such
that labor is hit harder than the owners of capital.11

11 This is also consistent with the qualitative findings of a study using univariate rather than
bivariate probit to control for selection effects. See Vreeland (2002).
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are the owners of capital better off?

The negative finding on income distribution holds across methodologies.
This differs from the study of economic growth, where early work found IMF
programs have no effect. The introduction of methods to control nonrandom
selection produced a qualitatively different result: IMF programs actually
have a negative effect on economic growth.

Taken together, the negative impact of IMF programs on growth and dis-
tribution has interesting political implications about how economic reform
is structured. Note that if IMF programs hurt economic growth and lower
the labor share of income from manufacturing, the income of labor is obvi-
ously lowered when governments enter into IMF programs. The same is not
necessarily true for the owners of capital.

Suppose for simplicity that national income, Y, is distributed between two
functional groups, the owners of capital and labor. If national income grows
at an annual rate, γ, then next year’s (t + 1) income of the owners of capital
if the country does not participate in an IMF program is Kt+1 = αYt(1 + γ ),
where K is the income of the owners of capital, and α is the proportion of
national income the owners of capital receive.

If the country participates in an IMF program, then income of the owners
of capital is K I MF

t+1 = (α + �)Yt(1 + γ − δ), where � > 0 is the positive effect
of the IMF program on capital share of national income, and δ > 0 is the
negative effect of the IMF program on economic growth.

If the owners of capital discount the future at a high enough rate so that
all they care about is the next period, they will be better off under an IMF
program when

K I MF > K

⇒ (α + �)Yt(1 + γ − δ) > αYt(1 + γ )

⇒ � >

(
δ

1 + γ − δ

)
α (6.1)

To give this relationship more meaning, consider some numbers. Accord-
ing to my data, the average share of manufacturing earnings going to labor
is about 38 percent. Set capital share at 62 percent (α = 0.62). The average
annual rate of growth of output is 4.23 percent (γ = 0.042). According to
Chapter 5, a reasonable estimate of the negative effect of IMF programs on
economic growth is approximately 1.53 percent (δ = 0.0153). According to
equation (6.1), the owners of capital are better off, at least in the short run, if
the increase in capital share of income (�) is 1.0 percent or greater. Clearly,
this condition holds according to the results presented in Table 6.5.

With other numbers, the shift in income to the owners of capital might
have to be larger to make them better off. Consider the average capital share
of income from manufacturing observed the year before a country enters
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figure 6 .2 . Iso-income curves for different values of initial capital share

an IMF program, α = 0.66 and the average rate of output growth the year
before entering an IMF program, γ = 0.031. Furthermore, suppose that
the adverse effect of IMF programs on economic growth is set at 5 percent,
δ = 0.05 (about the largest estimated effect from the robustness checks
in Chapter 5). Given these figures, the increase in capital share of income
must be 3.4 percent or greater, a condition which also holds according to
Table 6.5.

Figure 6.2 shows “iso-income curves” for different values of initial capital
share of income (α), holding initial rate of growth constant, γ = 0.0423.12

The iso-income curves show how much income must be transferred to capital
(�) to keep the income of capital at the same level as it would be without
an IMF program, for a given adverse effect of an IMF on economic growth
(δ). The figure shows that if capital has a smaller initial share of income (α),
it will require a smaller shift in income distribution to keep its income the
same despite lower economic growth. For all values of initial capital share,
however, the first and second derivatives of the change in income distribution
(�) with respect to the adverse change in economic growth (δ) are positive
at the point of indifference. This means that the more IMF programs hurt
growth, the more income must be transferred to capital – at an increasing
rate – in order to keep the income of the owners of capital the same as it
would be without the IMF program.

12 Setting initial rate of growth at different levels has only small effects. At the point of indif-
ference, ∂�/∂γ = −kδ/(1 + γ − δ)2.
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If the actual change in income distribution (�) lies above the iso-income
curve for a given value of α, then the income of the owners of capital will
actually increase when the country participates in an IMF program even
though the program hurts economic growth. The horizontal line at � =
0.06 represents a conservative estimate of the effect of IMF programs on
distribution according to Table 6.5. For the relevant range of the effect of IMF
programs on growth, δ = 0.015 to δ = 0.05 (according to the robustness
checks in Chapter 5), the condition for the owners of capital to be better off
clearly holds. The horizontal line is above the iso-income curves for all levels
of initial capital share of income.

Note that the prediction that IMF programs lower the labor share of in-
come by more than 6 percent holds constant the effects of other variables.
The above estimations predict effects as if country-year observations were
matched for all conditions, observed and unobserved. Because governments
that actually enter into IMF programs usually suffer from particularly ad-
verse economic conditions, one may observe the owners of capital to actually
lose income. The statistical analyses of this section indicate, however, that
the owners of capital would do worse if the government did not enter into
the IMF program, and labor would do better.

Sometimes the owners of capital are better off even if one does not control
for selection effects. Recall from Chapter 2 the shift of labor share of earnings
from manufacturing that occurred in Uruguay when Lacalle entered into the
1990 IMF agreement (Figure 2.15). Labor share of income from manufac-
turing was 25.8 percent in 1989 and 23.1 percent in 1990. So even though
economy experienced a contraction of −1.03 percent and earnings from
manufacturing dropped from 3,722 million to 3,667 million, the income go-
ing to the owners of capital increased from 2,762 million to 2,820 million.
Despite negative growth for the economy as a whole, the income of the
owners of capital increased by 2 percent due to shifts in distribution.

Another interesting case is the Republic of Congo which had a labor
share of earnings from manufacturing of 48.8 percent in 1985. The govern-
ment entered into an IMF agreement in 1986 and labor share dropped to
40.3 percent. Although the country as a whole experienced growth of
−2.99 percent that year, the income of the owners of capital grew. Earnings
from manufacturing13 were 5,227 million in 1985, of which 2,676 million
went to the owners of capital. Earnings from manufacturing dropped to

13 Data on earnings from manufacturing was taken from World Bank (2000), where it is defined
as follows: “Manufacturing refers to industries belonging to ISIC divisions 15–37. Value
added is the net output of a sector after adding up all outputs and subtracting intermediate
inputs. It is calculated without making deductions for depreciation of fabricated assets or
depletion and degradation of natural resources. The origin of value added is determined by
the International Standard Industrial Classification (ISIC), revision 2. Data are expressed
[sic.] constant 1995 U.S. dollars.”
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5,059 million in 1986, of which the owners of capital received 3,020 million.
The income of capital increased 9.5 percent despite the overall economic
contraction.

And finally, consider Ecuador. In 1973, after several years of IMF pro-
grams, this country allowed its stand-by arrangement to expire without
entering into a new agreement. It did not return to the IMF for nearly
a decade. In 1974, the labor share of income from manufacturing was
24.8 percent. Labor share grew until 1982 when it reached 52.8 percent.
In 1983, the government entered into another IMF program. Labor share
plummeted to 34.8 percent. Ecuador experienced a drastic contraction that
year with economic growth of −5.76 percent. But the owners of capital
experienced an increase in income in 1983. Earnings from manufacturing
in 1982 were 3,413 million, of which 1,611 million went to capital. The
following year, earnings from manufacturing dropped to 3,366 million, but
2,195 million of this went to capital. The income of the owners of capital
grew by 36 percent!

It may be naı̈ve to assume that the distributional shift simply increases the
income of the owners of capital. If the share of income going to the owners of
capital increases under IMF programs, private investment should increase,
which in turn should help economic growth (Przeworski and Wallerstein
1988). But this is not what was found in Chapter 5 (although the finding that
IMF programs hurt growth may be driven by cuts to public not private in-
vestment – this is discussed in the next chapter). Another explanation for the
shift in income distribution is that labor repression is required for a country
not to go into default with international creditors. Dymski and Pastor (1990)
argue that the repression of wages can be a signal to international lenders of
a country’s ability to repay debt.14 Willingness or “effort” to repay debt is
signaled through wage compression. Even if the economy experiences low
growth, debt repayment can be maintained through labor repression: “Some
of the willingness-to-pay signals are coercive in that they indicate a capacity
to redistribute domestic income to meet payments obligations” (1990: 184).
Dymski and Pastor find a positive significant relationship between repres-
sion of worker income and increased loans to a country. The long run ef-
fects of this, however, are to increase the probability of debt repayment
problems – the social tension and diminished work effort that repression
causes reduce the ability to repay debt in the long run.15 Thus, the findings
of this chapter may be only the tip of the iceberg. Further analysis is required
to determine the intranational and international consequences of distribu-
tional shifts.

14 Although the signal can be misleading. They note that “some of these [signals] may be
misleading when the social tension and diminished work effort they cause tend to reduce the
ability to pay.” See Dymski and Pastor (1990) for details.

15 Also see Berg and Sachs (1988).
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conclusion

IMF programs have negative distributional consequences. This finding holds
across data sets and methodologies. If IMF programs hurt economic growth
and redistribute income away from labor, labor is worse off – in terms of
income – when countries participate in IMF programs. For other constituen-
cies, however, there is a trade-off: growth decreases but share of income
increases. Shifts in distribution toward the owners of capital, for example,
mitigate the negative effects on economic growth for this group. The change
in capital share of income from manufacturing is large enough to increase
the income of the owners of capital, despite lower growth rates. What is clear
from this chapter and the work of Pastor (1987a, 1987b) and Garuda (2000)
is that the negative effects of IMF programs on economic growth are paid
for by the least well-off in a country.
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Conclusions

The main findings of this book are that governments enter into IMF programs
not just for economic reasons but for political reasons as well, and that these
programs hurt economic growth and exacerbate income inequality. Hence,
this study paints the following picture of participation in IMF programs:
Governments enter into IMF programs under bad economic circumstances.
Their choice is not usually between good and bad economic performance but
between bad performance on their own – without the IMF – or worse per-
formance under a program sponsored by the IMF. Why would governments
agree to programs that hurt economic growth? By bringing in the IMF, gov-
ernments gain political leverage – via conditionality – to help push through
unpopular policies. For some constituencies, these policies dampen the ef-
fects of bad economic performance by redistributing income upward and
thus rewarding elites. If the distributional consequences are strong enough,
key groups can be made better off even though growth is hurt. But IMF
programs hurt doubly the least well-off in society: Total output growth is
lowered, and income is shifted away from them.

The results of this study raise new questions and have important policy
implications. Thus, after reviewing my central findings, this chapter lays out
new avenues of research and concludes with some suggestions for reform of
the IMF.

selection findings – why governments and
the imf enter into agreements

The central question of this study has been an empirical one: What is the
effect of IMF programs on economic growth? The answer is not straight-
forward because countries do not enter into programs as random experi-
ments. Their rates of economic growth are due in part to the IMF program
and in part to the circumstances that led them to enter into these programs.
Thus, answering this question entailed addressing the problem of nonrandom

152
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selection: Why do governments and the IMF enter into agreements? Hence
this has been a study of how countries are selected into IMF programs
(selection) and the effects of these programs (performance).

The main selection finding of this study is that although governments turn
to the Fund under bad economic circumstances – high deficits, low foreign
reserves, high debt, and low investment – they also turn to the Fund because
they want conditions to be imposed. IMF agreements make it more costly for
opponents of economic reform to reject the preferred policies of a reform-
oriented executive. Rejecting the IMF can limit access to IMF credit and send
negative signals out to investors and international creditors. Thus, entering
into an IMF agreement can increase the political pressure on opponents to
accept economic reform.

This selection finding adds impetus to the debate over the reform of IMF
conditionality. Some argue, for example, that seeking out and assisting only
reform-oriented governments should become the explicit policy of the IMF
(IMF 2001: 65; citing Dollar and Svensson 2000). This would essentially
make my argument – that governments enter into IMF programs to force
their own reform agendas – the explicit policy of the Fund. Instead of “mak-
ing” reformers, the IMF should look for reformers and extend assistance to
them.

Others might argue that this approach will exacerbate problems already
present in the imposition of IMF programs, by increasing the animosity
of those groups within a country who are “left out.” If governments use
IMF programs as leverage to push through policies that increase income
inequality, labor and the poor certainly have grounds for concern. This does
not mean that without IMF programs governments would not or should
not undertake reform, but reform takes on a different tone when a country
participates in an IMF program. As Remmer (1986: 7) argues, “The politics
of stabilization are likely to be rather different where an outside villain [the
IMF] cannot be identified so readily.” I return to this issue below when
addressing the issue of program “ownership.”

performance findings – the effect of imf programs
on growth and distribution

Although the selection findings have important implications for the issue of
IMF reform, the selection question was originally raised as a means to an
end: to determine the effect of IMF programs on economic growth. And it
turns out that if one controls for nonrandom selection, IMF programs lower
economic growth.

Previous studies failed to reach this conclusion because none of them ac-
counted for the effects that unobserved variables have on economic growth.
Countries that participate in IMF programs have lower growth than coun-
tries that do not, and they also face less favorable observable situations. So if
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one merely controls for observed factors, the IMF appears to have no effect.
Yet, this study shows that the unobserved factors in countries participating
in IMF programs are favorable to economic growth. When this is not taken
into account, one overstates the effectiveness of the IMF by attributing to
it the effects of unobserved variables. Governments that persevere through
IMF programs want conditions to be imposed. They have higher levels of
political will. They also have populations whose mistrust of the government
is not so high that it precludes continued participation. These are character-
istics whose effects should not be confused with the inherent effects of IMF
programs. Once one accounts for the effects of these unobserved character-
istics driving selection, it turns out that IMF programs have negative effects
on economic growth.

Ironically, this question leads directly back to the selection question: Why
do governments enter into programs that hurt economic growth? The re-
sults of Chapter 6 indicate that there are distributional consequences at
stake. IMF programs have negative distributional consequences for labor
(Pastor 1987a, 1987b) and the poor (Garuda 2000). If IMF programs
hurt economic growth and redistribute income away from labor and the
poor, these groups are clearly worse off – in terms of income – when
countries participate in IMF programs. For other more fortunate groups,
however, there may be a trade-off: Growth decreases but share of income
increases.

new questions

The strategy of this book has been to apply a rigorous methodology to a
narrow question. As a result, many questions have been left unanswered.
Some important questions future research should address are:

� What are the mechanisms by which IMF programs hurt economic growth?
� What are the incentives of the IMF?
� What are the effects of IMF programs on economic stability?

Economic Growth

It may seem baffling to some that IMF programs can hurt both growth
and distribution. After all, if the share of income going to the rich increases,
private investment should increase, which in turn should stimulate economic
growth (Przeworski and Wallerstein 1988). What then is the mechanism by
which programs hurt growth? There are several possibilities.

Consider cuts to public sector investment. Economists, following Barro
(1990), argue that there is an optimal size of the public sector for economic
growth. The economic advisors of governments participating in IMF pro-
grams may believe that the public sector is larger than optimal, and thus



New Questions 155

they seek to lower the deficit. But the IMF may require them to go too far
in their spending cuts.

More specifically, the types of spending cuts matter. Economists at the
IMF have explained that governments under IMF programs typically lower
budget deficits by cutting public investment (Tanzi 1989, Tanzi and Davoodi
1998). Broadly speaking, the government can choose to cut public wages
or transfers, both of which will be felt immediately, or public investment,
which will not be felt until the long run. If the government chooses the
short over the long run by cutting investment, this will be detrimental to
growth.

The nature of public investment also has an impact. Tanzi and Davoodi
(1998) go on to explain that if governments do invest under IMF programs,
the investment tends to be concentrated on “ribbon cutting” events that
are high profile rather than on important projects that may take more time
but win less attention. Thus, rather than invest in low profile but vital road
maintenance, for example, governments may invest in building a new road
as quickly and cheaply as possible. So not only are funds to public investment
cut, the remaining funds are poorly invested for political reasons.

Other conditions demanded by the Fund have dubious effects on growth.
Increasing interest rates puts some industries out of business. Some firms
may be inefficient, but the IMF’s move to raise interest rates hurts firms
indiscriminately. Thus, Blejer and Cheasty (1989) point out, high interest
rates induce good firms to shut down along with bad ones.

Another possibility is that elites engage in capital flight. There is no reason
to assume that upward shifts in income distribution should result in domestic
investment. Increased income of the owners of capital may simply result in
savings abroad. If this is the case then the distributional consequences of IMF
programs may exacerbate this pattern. Income should be left in the hands of
individuals consuming and investing domestically.1

Several scholars also contend that the environment is damaged under
IMF programs, which can prove detrimental to long run growth.2 Envi-
ronmental protection and enforcement programs often lose funding when
government budget deficits are reduced (Kessler and Van Dorp 1998). When
these programs are cut, environmental problems such as deforestation are
apt to worsen.3 Deforestation can also increase when the immediate nega-
tive effect of programs on economic growth leads to unemployment and in-
come decline. This drives population shifts from urban centers to subsistence

1 For effects on foreign direct investment, see Jensen (2002).
2 See, for example, Hayter (1989), Cruz and Repetto (1992), George (1992), Munasinghe and

Cruz (1996), and Owusu (1998). I am grateful to Spencer Durbin and Robynn Sturm for
suggesting these references.

3 Gandhi (1996: 14) suggests that this is precisely what happened under IMF programs in
Thailand, Mexico, Cameroon, Zambia, and Tanzania.
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living in rural areas, overexploiting fragile and unproductive environments
(Cruz and Repetto 1992).4 Vreeland, Sturm, and Durbin (2001) in fact find –
even after controlling for nonrandom selection – IMF programs increase rates
of forest depletion.

There are several mechanisms by which IMF programs may hurt growth.
Yet, a recent IMF report notes that although conditionality may require
reform, “The concern is not necessarily that the Fund may be prescribing
the wrong policies” (IMF 2001: 19). The empirical results of this study
call for attention to the mechanisms through which IMF policies potentially
hurt growth.5 Perhaps in the face of economic instability, growth cannot and
should not be the goal of an IMF program. But if the IMF continues to claim
that it is, policy reevaluation is in order.

Incentives of the IMF

Another baffling question is why the principal funders of the Fund, say the
G-5 (United States, Japan, Germany, France, and the United Kingdom), or
the G-7 (the G-5 plus Italy and Canada), have supported the IMF despite the
fact that its programs lower growth. I propose several possibilities below,
but none of them is fully satisfactory.

One possible answer is that the funders were misinformed. Reviews of
IMF literature (Bird 1995, 1996a, b; Killick 1995) point out that no study
has shown IMF programs to have adverse effects on economic growth. Has
the G-7 funded the IMF based on this evidence? This line of argument is
not very compelling. Not everyone has believed this evidence, and this study
shows that the conclusions were wrong. IMF programs do hurt growth. The
casual empirical observation – that countries participating in IMF programs
have lower growth than those that do not – has led many to this conclusion.
Despite the incorrect conclusions in the literature, there has not been con-
sensus among policy makers that IMF programs are good for growth. But if
governments are not certain that IMF programs will improve growth, why
else would they support the Fund?

One answer to this question may lie in short-run concerns about debt re-
payment. The trade-off for the creditor countries may be between short-term
repayment of debt and long-term economic growth in debtor countries. If
creditors discount the future at a high rate, which is likely given the instability

4 Cruz and Repetto (1992) cite this migration as the primary cause of deforestation in the
Philippines.

5 More detailed quantitative analysis on specific reform measures advocated by the IMF is also
needed. As the new Managing Director of the IMF, Anne Krueger (2000: 588) notes, careful
quantitative analysis of the payoffs from particular alternative policy measures “would enable
policymakers to push for at least some reform in areas where resistance is strong.”
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of debtor countries, they may prefer short-run repayment of debt over eco-
nomic growth.

As noted in Chapter 6, it is also possible that the Fund’s principals are
misled in this respect. Dymski and Pastor (1990) argue that international
creditors mistakenly take repression of wages as a good sign, indicating a
willingness or commitment to repay debt. If growth is hurt, the country
will extract the necessary repayment by repressing the wages of labor. In
fact, Dymski and Pastor (1990) find wage repression in a given country is
positively associated with loans to that country.6 So perhaps the IMF does
achieve the short-run goals of its funders.

At the crux of answering the question of why the IMF supports programs
that lower growth, however, is still another question: What are the objectives
of the IMF? To whom are the officials and staff at the Fund accountable?

According to Vaubel (1986, 1996), the IMF is simply unaccountable. The
objective of bureaucrats at the IMF is simply to maximize budget and leisure.
The United States, Japan, Germany, France, and the United Kingdom do
not have much leverage over how IMF programs are implemented because
accountability is tenuous at best.

It is true that the chain of command is unwieldy. First of all, even if there is
agreement among the G-7, who are all responding to multiple constituencies
at home, they do not constitute a majority of the votes at the Fund – they
control about 45 percent. But suppose there exists a majority consensus at
the highest levels of authority at the IMF; there is still a long way to go be-
fore implementation. Decisions are handed to the Fund’s Managing Director,
who in turn gives them to the IMF staff. Orders then must make it through
the entire bureaucratic chain of command of the IMF staff before they are
finally imposed on a government entering into an IMF agreement. And then
this government in turn must bring about policy change from domestic con-
stituencies. Thus, there are at least five principal-agent relationships, with
most of these involving multiple principals and multiple agents:

183 member state constituencies → their governments,
these governments7 → the IMF Managing Director,
the IMF Managing Director → the IMF staff,
(chain of command through the IMF staff)
the IMF staff → a government signing an agreement,
this government → domestic policy makers.

6 This is similar to Berg and Sachs’s (1988) finding that income inequality is associated with
debt rescheduling.

7 Of course, these governments do not directly order the Managing Director. Governments
appoint a representative to the Board of Governors, which in turn elects twenty-four repre-
sentatives to the Board of Executive Directors of the IMF. The Managing Director usually
reports to the Executive Directors. So one should really add at least two more levels of
principal-agent relationships to this already unwieldy chain!
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In any one of these principal-agent relationships, there is some room for
breakdown of accountability. Taken in sum, it might be a miracle if there is
any accountability at all.8

Yet, research suggests that the IMF is indeed responsive. Thacker (1999),
for example, finds evidence that the United States exerts influence to bring
about higher loans to its most preferred governments.9 Kahler (1990: 94)
notes that the United States has successfully blocked the renewal of Manag-
ing Directors when “accomplishments did not meet American expectations”
(cited in Thacker 1999). Gould (2001b), on the other hand, finds evidence
that the IMF responds to the preferences of international financiers. Because
the additional funding of international creditors – be they creditor states,
private financial institutions, or multilateral organizations – is important,
they are “in an ideal position to make demands on the Fund” about the
conditions to include in programs (Gould 2001b: 3).

The debate about whose objectives the IMF pursues remains open. The
research agenda described in this section should be pursued, continuing to
identify mechanisms by which the IMF is accountable (or not) and continu-
ing to present empirical work on the question. The IMF may represent the
interests of its principal funders, or international financiers, or simply be an
authority unto itself. There is evidence that all three of these mechanisms
are at work. Once these mechanisms are more clearly distinguished one will
be better able to understand the Fund’s objectives, and specifically why it
supports programs that hurt economic growth.

Economic Stability

Perhaps, despite what its officials announce, growth is simply not the goal of
the IMF. The current debate about the future of the Fund asks whether the
Fund should focus on economic growth, economic stability, both, or neither.
The results of this study indicate that the IMF has failed to promote growth.
How has it fared on the question of economic stability?

Previous studies have found that the programs of the Fund may fare
slightly better in the area of stability than they do in the area of economic
growth. Consider the overall balance of payments and the rate of inflation
as proxies for “economic stability.”

Using a before-after approach, Pastor (1987a, 1987b) and Killick, Malik,
and Marcus (1992) find that programs have a positive effect on the overall

8 This follows the conclusion of Robert Dahl’s (1999) “Can International organizations be
democratic? a skeptic’s view.” For the question of accountability of voters to policy mak-
ers and from policy makers to voters within countries (the first and last principal-agent
relationships in this chain), see Przeworski, Stokes, and Manin (1999).

9 Oatley and Yackee (2000) find evidence that United States foreign policy and financial interests
play a role in Fund lending.
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balance of payments. Gylfason (1987) and Khan (1990) find the same re-
sult using the with-without approach, and Khan (1990) finds the same using
methods controlling for selection on observed variables. Other studies have
failed to find this positive effect, but no study has ever reported a signif-
icant negative effect of IMF programs on the balance of payments (IMF
2001: 51).

Regarding inflation, most of the evaluations of the Fund are not so strong.
Most studies – including all studies that control for selection on observed
variables – find no significant effect (IMF 2001: 51). This is striking. Infla-
tion is often reported as an important reason that governments turn to the
Fund, but it was not found to be a significant predictor when included in
the selection specifications from Chapter 4. Curtailing inflation is also usu-
ally reported as a main objective of Fund programs. But research indicates
that programs have little effect in this area. Only Stone (2002), looking at
post-Communist Eastern Europe, finds that the IMF has been successful in
curtailing inflation, and even in this study, the effects depend on whether the
IMF can credibly commit to sanctioning noncompliance.

So the Fund seems to have a mixed record on the issue of stability. There
is some limited evidence of positive effects on the balance of payments and
the rate of inflation. There is no evidence that the Fund is hurting in these
areas. Perhaps the Fund is doing better at achieving the goal of promoting
economic stability than it is at achieving the goal of economic growth –
which it does hurt. And perhaps the institution should focus on stability as
its single goal.

But what do we really know about program effects in these areas? Note
that previous studies have not employed methods to control for the selec-
tion effects of unobserved variables. This may be important. Unobserved
variables did not prove important in evaluating distributional effects of IMF
programs in Chapter 6. The results from previous studies were confirmed.
Yet, the results of previous studies did not hold on the question of economic
growth. Unobserved variables driving selection also drive economic growth.
Once this was accounted for in Chapter 5, results from most previous
studies – that IMF programs have no effect on economic growth – did not
hold. The fact that nonrandom selection on observed as well as unobserved
variables has proven to be important here indicates that they should at least
be considered when evaluating other effects of the IMF.

Thus, one may prefer to remain agnostic about the effects of IMF pro-
grams on stability. Previous studies indicate that they may improve the bal-
ance of payments and rate of inflation. But these studies do not account for
the effects of unobserved variables that may drive selection as well as stabil-
ity. Controlling for observed factors while failing to account for the effects
of unobserved variables can actually produce a less accurate estimate of pro-
gram effects than controlling for nothing at all (Achen 1986; Przeworski and
Limongi 1996).
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Thus, this study raises several questions: about how IMF programs hurt
growth, about the motivations of the Fund to promote such programs, and
about how the Fund has fared in the area of stability. A new methodology
for the study of the effects of IMF programs was narrowly applied in these
chapters to the questions of growth and distribution. The further research
problems discussed in this conclusion raise questions about the effects of the
IMF in a number of related areas: domestic investment, foreign investment
and public investment; the stock and flow of debt; and the effects on balance
of payments and inflation. Rigorous methodology – accounting for all the
effects of nonrandom selection – should be employed to answer these ques-
tions as well. This study calls for more empirical work on distinguishing the
effects of selection from the inherent effects of IMF programs in all these
areas.10

policy implications

Beyond this research agenda on evaluation of program effects, this study has
implications for the question of reform of the IMF. Thus, I return now to the
policy question raised in Chapter 1: Should the IMF be in the development
business?

The results presented here indicate that change is required. I suggest the
Fund take one of two paths to reform. They may seem extreme but both my
suggested alternatives – although opposite in direction – are currently being
considered by the Fund in some form. And if they are extreme, so be it, for
conclusions are not the place to be tentative.

I recommend that the IMF make a meaningful commitment to helping
labor and the poor. Failing this, it should abolish conditionality and get out
of the business of development entirely.

Before discussing these alternatives, however, a caveat should be raised.
Since this study uses data that end in 1990,11 and my conclusions beyond
1990 are qualified due to questionable data, one may wonder whether the
IMF has modified the designs of its programs since then. Note that in 1993,
the Fund reported (Cheney 1993: 13):

The Executive Board undertakes periodic reviews of conditionality and, on many
occasions, it has adjusted the policies and practices relating to the use of the IMF’s
resources. In its most recent discussion of issues related to conditionality and program
design, in July 1991, the Executive Board affirmed that the current guidelines on
conditionality, which the Board adopted in 1979, remain broadly appropriate.

10 Similar methods should be employed to evaluate the impact of other international institu-
tions. See, for example, Abouharb (2000) for such evaluations of the effects of World Bank
loans.

11 As of this writing.
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More recently (IMF 2001: 30), staff at the IMF again confirmed that the
1979 guidelines remain appropriate.

Nevertheless, while the broad principles have remained the same, there
have been shifts in conditionality. In the mid-1990s, for example, the num-
ber and specificity of conditions associated with IMF programs increased.
This “micro” as opposed to “macro” conditionality may seem to be pre-
cisely the remedy to the problems that Tanzi and Davoodi (1998) point out
about program implementation. Under “microconditionality,” for example,
the precise nature of spending cuts can be specified, so that public invest-
ment is not unduly cut. But it turns out that the Fund is already backing
down from its brief experiment with increased conditionality. It seems that
“microconditionality” can make things worse. Noting that “an overload of
conditionality may reduce the overall effectiveness of the program,” IMF
staff recommends a return to broad macro guidelines, “streamlining” con-
ditionality. The hope is that “reducing the amount of conditionality [will]
actually increase the number of desirable reforms implemented.” Apparently,
microconditionality is harder to monitor and can result in noncompliance
with key conditions. Thus, after only a few years, the IMF is pulling away
from increased conditionality.

The effectiveness of “microconditionality” has not been fully evaluated.
Staff at the Fund seems to believe, however, that an overburdening of con-
ditionality leads to less overall compliance, with governments implementing
only those parts of programs they want to push through.12 As Joseph Stiglitz
(2000: 551), the former Chief Economist at the World Bank explains,

There is . . . a process of self-selection of reforms: the ruling elite has taken ad-
vantage of the reform process and the asymmetries of information – both between
themselves and the citizenry and between the international aid community and
themselves – to push those reforms that would benefit them.

Note that when governments undertake this strategy, they use the leverage of
the IMF against opposition. And if past trends are any indication, the results
are lower growth and a shift of income away from labor and the poor.

Thus, I support two alternatives: Either the Fund should do away with
conditionality altogether so that its leverage may no longer be used to pro-
duce these perverse outcomes. Or it should pursue a new, different kind of
depth to conditionality, one which safeguards the well-being of labor and
the poor.

The first alternative largely follows the advice of the Meltzer Commis-
sion. The IMF should get out of the development business. In the words of
a recent IMF report, “the Fund could drop its emphasis on promoting high-
quality growth” (IMF 2001: 34). Under this alternative, the IMF would do

12 For alternative critiques, see Collier, Guillaumont, Guillaumont, and Gunning (1997) and
Kapur (2001).
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away with the practice of lending in return for policy reform after a country
enters into a crisis. The IMF could continue to exist as a lender of last resort
but would focus its attention on managing balance of payments crises, pro-
viding unconditioned loans when necessary. Stability would be the primary
goal.

This raises the problem of moral hazard. How does the Fund avoid merely
subsidizing policies that will continue to worsen balance of payments prob-
lems? The answer of the Meltzer Commission is to establish some kind of
preconditionality, with continual surveillance of member policy. Any mem-
ber following “good” policy maintains its eligibility for assistance, should a
balance of payments problem arise. Members following “bad” policy lose
eligibility and risk facing balance of payments crises without Fund support.

There are two problems with this approach. The first is how to determine
policy benchmarks that make a country eligible for assistance or not. Note
that taken to an extreme, if the “good” policies were really good, countries
eligible for IMF support would never need it. If major balance of payments
problems result from bad policy, then only ineligible countries would ever
need Fund assistance.

The second problem is one of credibility. If the Fund were to declare a
country ineligible, and then the country entered into a crisis, could the Fund
ignore the country leaving it to suffer its fate? Perhaps the Fund could afford
to let some small countries sink, but letting countries with large economies
like Brazil, Indonesia, or Russia collapse could spell disaster for the rest of
the world. It might simply not be credible that the IMF would not step in.
Thus the problem of moral hazard would remain.

James Tobin has raised a corollary to this proposal which might solve
both these problems. Recognizing that increasing integration of markets and
world trade is likely to increase the volatility of a country’s balance of pay-
ments, Tobin (1998) suggests that the IMF increase the quotas of member
countries so that greater amounts of foreign exchange are available to assist
countries in times of crisis. This will raise the amount of money a country
can take within the 25 percent cutoff.

Beyond Tobin’s recommendations, I contend this arbitrary cutoff should
also be increased. Recall that countries are allowed to borrow up to 25 per-
cent of their quota without submitting to IMF conditionality because the
Fund recognizes that temporary balance of payments problems may sim-
ply be due to the vicissitudes of international trade – bad luck. There is no
obvious reason why 25 percent is an appropriate cutoff between what con-
stitutes bad luck and bad policy. If the appropriate level was 25 percent in
the early years of the IMF, surely the level should increase with increased
international financial exchanges. Under this relaxed version of the “out of
the development business” alternative, the only precondition for eligibility
might be that a member’s account be in good standing.
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In this way, countries would have greater access to the pool of resources
necessary to facilitate growing international trade. Regarding moral hazard,
conditionality could still be imposed for extreme cases. But typical arrange-
ments would not involve the same programs of the past that have so far
made matters worse, at least for growth and distribution.

Getting out of the development business might not be the best alternative,
however. A second alternative I suggest is that the IMF continue to sponsor
reform programs, but radically alter the way they are imposed.

Governments want conditions imposed to push through unpopular poli-
cies. But Chapter 5 shows that unobserved variables – such as political will
and trust – which influence the continuation of programs also influence their
success. Countries with high levels of political will and trust are more likely
to continue IMF programs, and high levels of these variables are also likely to
mitigate the negative consequences for economic growth. Chapter 6 shows
that domestic opponents of the IMF have good reason. The negative distri-
butional impact of IMF programs on labor is severe. Garuda (2000) shows
that the poor are hurt in terms of income under IMF programs. It may be
true that some segments of society want to bring in the IMF, but they may
do so precisely because other segments of society oppose the very policies
the IMF supports. The IMF (2001: 18) notes that

the program is fundamentally the authorities’ own, whereas the conditionality is
introduced to ensure that the Fund’s resources are used for their intended purpose.
According to this view, ownership is an essential foundation for conditionality; it
is the authorities who decide what policies to adopt, including whether to seek the
financial support of the Fund, and it is the authorities that are responsible for imple-
menting the program.

This “traditional interpretation of conditionality” closely follows the game
laid out in Chapter 3. The executive, who is the principal “authority” that
the Fund negotiates with, brings in the IMF because he wants to impose eco-
nomic reform.13 He uses conditionality to pressure opponents into accepting
more reform than they would in the absence of the IMF – ensuring that Fund
resources are used for their intended purpose.

The problem with this kind of “ownership” of an IMF program is that it
extends only to the “authorities” in a position to seek out the IMF. The “au-
thority” is the chief executive of the country or his agent (such as a finance
minister or central bank president). It does not include other segments of
society. Thus, this increases the possibility of what the Fund recognizes
as “galvaniz[ing] an opposing coalition of entrenched interests” (IMF
2001: 20), which in turn may hurt economic performance and the possi-
bility of program success. Programs may have better chances of support if

13 See Dollar and Svensson (2000) and Ranis (1995).
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they are designed with consideration of a wider spectrum of interests within
a country. Distributional concerns might even become explicit parts of an
IMF program.14

As it stands, the “selling of” an IMF program is left entirely to national
authorities. An alternative which the Fund is currently entertaining would
involve extending ownership beyond the authorities who approach the Fund.
As the IMF (2001: 42) describes it, “subject to the guidance of the authori-
ties, the Fund staff can also play a role – for instance, by holding substantive
discussions with other groups, including other ministries, trade unions, in-
dustry representatives, and local non-governmental organizations, especially
at a stage at which the design of the program is still under consideration.”15

If the goal of such discussions is merely to convince representatives of
labor and the poor that programs as they have been implemented in the
past are appropriate, then not much will change. Past programs have doubly
hurt these groups by lowering growth and redistributing income upward. But
if the goal is to “help groups within the country to participate meaningfully in
the process” (IMF 2001: 42), perhaps programs which safeguard the incomes
of these segments of society could be developed.

Note that reaching out to groups such as trade unions would be an im-
portant step, but such inclusive approaches will hold little credibility if the
IMF remains opaque and undemocratic. The Fund should continue to open
itself up to greater transparency and should encourage a greater diversity
of viewpoints within the organization by recruiting more economists from
the developing world as well as professionals from other disciplines beyond
economics. Thus the development of IMF programs would be more inclusive
from both inside and outside the organization.

Under this alternative, the IMF would not give up the goal of what for-
mer IMF Managing Director Camdessus called “high-quality growth,” that
is, positive sustainable growth with beneficial consequences for all segments
of society. It may be possible to develop programs that cut deficits, stimu-
late investment, and maintain or even increase the incomes of labor and the
poor. Perhaps this is asking too much. But perhaps enough effort has not
been made. If the governments turning to the IMF have not had an interest
in representing these constituencies (and ultimately, according to the IMF, it
is these authorities who decide what policies to adopt) it should not be sur-
prising that outcomes ignoring – indeed, hurting – these segments of society
have resulted.

14 Note that IMF surveillance of income distribution would provide positive externalities in
the form of data for important research questions on the effects of income distribution on
growth and regime stability.

15 The Fund report considers this avenue as a means to increase the likelihood of program
implementation. Beyond this, however, it would also improve what Keohane (1984: 255)
calls the “moral status” of the IMF.
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If the IMF does not reach out to these groups, then their continued
opposition to the institution is justified. The political muscle of the Fund
can and has been used to push through policies that hurt labor and the poor,
at least in terms of income.

If the IMF is truly interested in poverty reduction and growth, then safe-
guarding the incomes of labor and the poor can become a condition of IMF
programs like any other condition. In the past, the IMF has shied away from
issues of distribution, arguing that the Fund should stay out of domestic
politics.16 Yet, the moment the IMF demands that budget deficits be cut and
interest rates raised, the Fund has entered into domestic politics. To pretend
otherwise is irresponsible.

It is time for the IMF to take a stand on the development issue. The Fund
must make a real commitment to promoting development that safeguards, in
a meaningful way, the interests of labor and the poor. Otherwise, the Fund
should get out of the development business entirely, lest its conditionality
continue to be used against these groups.

16 See Polak (1991) and Denoon (1986).



Appendix 1 Variables Used in This Study

BOP: Overall balance of payments as a proportion of GDP. Source:
International Financial Statistics on CD-ROM 1994.

Budget Balance: Central government overall surplus as a percentage of GDP.
Source: Przeworski et al. (2000) who take it from World Development
Indicators on CD-ROM 1994.

Capital Stock Growth (K̇/K): Growth of capital stock per capita. Source:
Przeworski et al. (2000) who modify this variable from Penn World
Tables 5.6. For a full description, see Przeworski et al. (2000: 295).

Capital Stock/Worker (1000s): Capital stock in 1000s 1985 international
prices divided by the size of the labor force. The sources of both the capital
stock and the labor force variables is Przeworski et al. (2000) who mod-
ify these variables from Penn World Tables 5.6. For a full description, see
Przeworski et al. (2000: 295, 296).

Current Account: Current account balance (% of GDP). Current account
balance is the sum of net exports of goods and services, income, and current
transfers. Source: World Development Indicators on CD-ROM 1998.

Debt Service: Total debt service (% of GNP). Total debt service is the sum of
principal repayments and interest actually paid in foreign currency, goods, or
services on long-term debt, interest paid on short-term debt, and repayments
(repurchases and charges) to the IMF. Source: World Development Indicators
on CD-ROM 1998.

Growth (Ẏ/Y): Economic growth measured as the annual rate of growth
of GDP. Source: Przeworski et al. (2000) who take it from Penn World
Tables 5.6.
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Investment: Real gross domestic investment (private and public) as a
percentage of GDP. Source: Przeworski et al. (2000) who take it from Penn
World Tables 5.6, where it appears as “i.”

Labor Force Growth (L̇/L): Annual rate of growth of labor force. Source:
Przeworski et al. (2000) who take it from Penn World Tables 5.6.

Labor Share: Total nominal earning of employees divided by value added
in current prices, to show labor’s share in income generated in the manufac-
turing sector. Source: World Development Indicators on CD-ROM (1995),
where it appears as UM VAD WAGE ZS.

Lagged Election: Dummy variable coded 1 if legislative elections were held
the previous country-year. Source: Przeworski et al. (2000) who take it di-
rectly from Banks (1996), where it appears as “LEGISLATIVE ELECTION,”
and is defined as follows: “The number of elections held for the lower house
of a national legislature in a given year.”

Loan: Amount of resources approved in an IMF arrangement, measured in
millions of Special Drawing Rights. Source: IMF Annual Reports and IMF
Survey.

Not Yet Participated: Dummy variable coded 1 if a country has not yet
participated in an IMF program and 0 otherwise.

Number of Veto Players: For presidential systems, this variable is the sum of
the following: 1 for the executive, 1 if multiple parties are legal and compete
in executive elections, and 1 for each legislative chamber. For parliamentary
systems, this variable is the sum of 1 for the Prime Minister and the number
of parties in the coalition. Source: Beck et al. (1999), where the variable
appears as CHECK1A. Results in Chapter 4 hold when CHECK2A is used
as well.

Number Under: Total number of other countries in the world currently un-
der IMF agreement (does not include the given country itself).

Participation in IMF Programs (Under): Dummy variable coded 1 for the
country-years when there was a conditioned IMF agreement (Stand-by
Arrangement, Extended Fund Facility Arrangement, Structural Adjustment
Facility Arrangement, or Enhanced Structural Adjustment Facility Arrange-
ment) in force, 0 otherwise. Source: IMF Annual Reports and IMF Survey.

Per Capita Income: Level of economic development measured as real GDP
per capita in 1985 international prices, chain index. Source: Przeworski et al.
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(2000) who take it from Penn World Tables 5.6, where it appears as
“RGDPL.”

Price Level of Consumption: The price index of a country’s consumption
basket in 1985 international prices. Source: Przeworski et al. (2000) who
take it from Penn World Tables 5.6, where it appears as “PC.”

Regime: Dummy variable coded 1 for dictatorships and 0 for democracies.
Source: Przeworski et al. (2000). For more on this variable, see Chapter 1 of
Przeworski et al. (2000).

Reserves: International reserves to imports of goods and services. Source:
World Development Indicators on CD-ROM 1998.

Size: GDP in millions of constant 1987 dollars. Source: International
Financial Statistics on CD-ROM 1994.

Years Since Last IMF Program: Number of country-years since the last IMF
program in that country ended, coded 0 for countries currently participating
or countries that have not yet participated.

Years Under: Cumulative number of years a country has been under IMF
agreements.

Years Under Current Program: Number of country-years participating in
a spell of consecutive IMF agreements, beginning when a country signs an
IMF agreement when there was no agreement in place the preceding year
and ending when no consecutive agreement is signed and the last agreement
signed runs out. Coded 0 if a country is not currently participating in IMF
agreements.



Appendix 2 Country-Years in Samples

Countries grouped by region: Africa, North America, South
America, Asia, Europe, and Oceania and Pacific Islands. 4,126
observation-sample: 135 countries 1951–90

Spell of
Agreements

Country Years in Sample Start End

Algeria 1962 1990 1989 1990
Angola 1975 1989 Never Under
Benin 1960 1990 1989 1990
Botswana 1966 1989 Never Under
Burkina Faso 1960 1990 Never Under
Burundi 1962 1990 1965 1971

1976 1977
1986 1988

Cameroon 1961 1990 1988 1990
Cape Verde Island 1975 1990 Never Under
Central African Republic 1961 1990 1980 1981

1983 1988
Chad 1961 1990 1987 1990
Comoros 1975 1990 Never Under
Congo 1961 1990 1967 1968

1977 1977
1979 1980
1986 1988
1990 1990

Côte d’Ivoire 1961 1990 1981 1990
Djibouti 1977 1987 Never Under
Egypt 1951 1990 1977 1981

1987 1988

(continued)

169



170 Appendix 2

(continued)

Spell of
Agreements

Country Years in Sample Start End

Ethiopia 1951 1986 1981 1982
Gabon 1961 1990 1978 1982

1986 1990
Gambia 1965 1990 1977 1980

1982 1990
Ghana 1957 1990 1966 1970

1979 1980
1983 1985
1987 1990

Guinea 1960 1990 1982 1983
1986 1990

Guinea-Bissau 1974 1990 1987 1990
Kenya 1963 1990 1975 1986

1988 1990
Lesotho 1966 1990 1988 1990
Liberia 1961 1986 1963 1977

1979 1986
Madagascar 1961 1990 1977 1978

1980 1990
Malawi 1964 1990 1979 1986

1988 1989
Mali 1961 1990 1964 1965

1967 1972
1982 1990

Mauritania 1961 1990 1977 1978
1980 1982
1985 1990

Mauritius 1968 1990 1979 1986
Morocco 1956 1990 1959 1960

1965 1972
1980 1990

Mozambique 1975 1990 1987 1990
Niger 1961 1989 1983 1989
Nigeria 1960 1990 1987 1990
Rwanda 1962 1990 1966 1970

1979 1980
Senegal 1961 1990 1979 1990
Seychelles 1976 1990 Never Under
Sierra Leone 1962 1990 1966 1967

1969 1970
1977 1982
1984 1987
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(continued)

Spell of
Agreements

Country Years in Sample Start End

Somalia 1961 1989 1964 1971
1980 1988

South Africa 1951 1990 1958 1959
1961 1962
1976 1977
1982 1983

Sudan 1971 1990 1972 1975
1979 1985

Swaziland 1968 1989 Never Under
Tanzania 1961 1988 1975 1976

1980 1982
1986 1988

Togo 1961 1990 1979 1990
Tunisia 1961 1990 1964 1970

1986 1990
Uganda 1962 1990 1971 1972

1980 1984
1987 1990

Zaire 1960 1989 1976 1989
Zambia 1964 1990 1973 1974

1976 1987
Zimbabwe 1965 1990 1981 1984
Bahamas 1978 1987 Never Under
Barbados 1966 1989 1982 1984
Belize 1981 1990 1984 1986
Canada 1951 1990 Never Under
Costa Rica 1951 1990 1980 1990
Dominican Republic 1951 1990 1964 1965

1983 1986
El Salvador 1951 1990 1958 1973

1980 1983
1990 1990

Grenada 1985 1990 Never Under
Guatemala 1951 1990 1960 1962

1966 1973
1981 1984
1988 1990

Haiti 1961 1989 1961 1967
1970 1989

(continued)
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(continued)

Spell of
Agreements

Country Years in Sample Start End

Honduras 1951 1990 1957 1966
1968 1973
1979 1983
1990 1990

Jamaica 1962 1990 1963 1964
1973 1974
1977 1990

Mexico 1951 1990 1954 1955
1959 1959
1961 1962
1977 1979
1983 1990

Nicaragua 1951 1990 1956 1961
1963 1965
1968 1973
1979 1979

Panama 1951 1990 1965 1966
1968 1987

Trinidad and Tobago 1962 1990 1989 1990
United States 1951 1990 1963 1965
Argentina 1951 1990 1958 1963

1967 1969
1976 1977
1983 1990

Bolivia 1951 1990 1956 1970
1973 1974
1980 1981
1986 1990

Brazil 1951 1990 1958 1959
1961 1962
1965 1973
1983 1986
1988 1990

Chile 1951 1990 1956 1959
1961 1970
1974 1976
1983 1990

Colombia 1951 1990 1957 1974
Ecuador 1951 1990 1961 1967

1969 1973
1983 1990
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(continued)

Spell of
Agreements

Country Years in Sample Start End

Guyana 1966 1990 1967 1982
1990 1990

Paraguay 1951 1990 1957 1969
Peru 1951 1990 1954 1971

1977 1980
1982 1985

Suriname 1975 1989 Never Under
Uruguay 1951 1990 1961 1963

1966 1973
1975 1987
1990 1990

Venezuela 1951 1990 1960 1961
1989 1990

Bangladesh 1971 1990 1974 1976
1979 1983
1985 1990

China 1961 1990 1981 1981
1986 1987

India 1951 1990 1957 1958
1962 1966
1981 1984

Indonesia 1961 1990 1961 1964
1968 1974

Iran 1956 1990 1956 1956
1960 1962

Iraq 1954 1987 Never Under
Israel 1954 1990 1974 1977
Japan 1952 1990 1962 1965
Jordan 1955 1990 1989 1990
South Korea 1954 1990 1965 1977

1980 1987
Laos 1985 1990 1989 1990
Malaysia 1957 1990 Never Under
Mongolia 1985 1990 Never Under
Myanmar 1951 1989 1969 1970

1973 1975
1977 1979
1981 1982

Nepal 1961 1986 1976 1977
1985 1986

(continued)
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(continued)

Spell of
Agreements

Country Years in Sample Start End

Pakistan 1951 1990 1958 1959
1965 1966
1968 1969
1972 1975
1977 1978
1980 1983
1988 1990

Philippines 1951 1990 1962 1965
1973 1981
1983 1990

Singapore 1965 1990 Never Under
Sri Lanka 1951 1990 1965 1972

1974 1975
1977 1981
1983 1984
1988 1990

Syria 1961 1990 1962 1962
1964 1964

Taiwan 1952 1990 Never Under
Thailand 1951 1990 1978 1979

1981 1983
1985 1986

Yemen 1970 1989 Never Under
Austria 1951 1990 Never Under
Belgium 1951 1990 1952 1957
Bulgaria 1981 1990 Never Under
Czechoslovakia 1961 1990 Never Under
Denmark 1951 1990 Never Under
East Germany 1971 1988 Never Under
Finland 1951 1990 1953 1953

1967 1968
1975 1976

France 1951 1990 1956 1959
1969 1970

Germany 1951 1990 Never Under
Greece 1951 1990 Never Under
Hungary 1971 1990 1982 1985

1988 1990
Iceland 1951 1990 1960 1963
Ireland 1951 1990 Never Under
Italy 1951 1990 1974 1975

1977 1978
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(continued)

Spell of
Agreements

Country Years in Sample Start End

Luxembourg 1951 1990 Never Under
Malta 1964 1989 Never Under
Netherlands 1951 1990 1957 1958
Norway 1951 1990 Never Under
Poland 1971 1990 1990 1990
Portugal 1951 1990 1977 1979

1983 1985
Romania 1961 1989 1975 1978

1981 1984
Spain 1951 1990 1959 1961

1978 1979
Sweden 1951 1990 Never Under
Switzerland 1951 1990 Never Under
Turkey 1951 1990 1961 1971

1978 1985
United Kingdom 1951 1990 1956 1959

1961 1965
1967 1970
1975 1979

USSR 1961 1989 Never Under
Yugoslavia 1961 1990 1961 1961

1965 1967
1971 1971
1979 1986
1988 1990

Australia 1951 1990 1961 1961
Fiji 1970 1990 1974 1975
New Zealand 1951 1990 1967 1968
Papua New Guinea 1975 1990 1990 1990
Solomon Islands 1981 1988 1981 1984
Vanuatu 1984 1990 Never Under
Western Samoa 1980 1990 1980 1980

1983 1985
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1,024 observation-sample: 79 countries 1971–90

Spell of
Agreements

Country Years in Sample Start End

Benin 1978 1989 1989 1989
Botswana 1977 1987 Never Under
Burkina Faso 1974 1989 Never Under
Burundi 1986 1989 1986 1988
Cameroon 1976 1981 1988 1990

1986 1990
Cape Verde 1979 1989 Never Under
Central African Republic 1981 1988 1981 1981

1983 1988
Chad 1973 1977 1987 1990

1984 1990
Congo 1972 1972 1986 1988

1981 1989
Côte d’Ivoire 1980 1990 1981 1990
Egypt 1976 1990 1977 1981

1987 1988
Ethiopia 1984 1986 Never Under
Gabon 1974 1977 1980 1982

1980 1988 1986 1990
1990 1990

Gambia 1974 1990 1977 1980
1982 1990

Ghana 1973 1983 1979 1980
1983 1983

Guinea-Bissau 1987 1990 1987 1990
Kenya 1973 1990 1975 1986

1988 1990
Lesotho 1983 1990 1988 1990
Liberia 1976 1986 1976 1977

1979 1986
Madagascar 1973 1975 1981 1990

1981 1990
Malawi 1972 1989 1979 1986

1988 1989
Mali 1978 1989 1982 1989
Mauritania 1976 1980 1977 1978

1983 1989 1980 1980
1985 1989

Mauritius 1977 1990 1979 1986
Mozambique 1985 1989 1987 1989
Niger 1977 1987 1983 1987
Nigeria 1973 1979 1987 1990

1983 1990
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(continued)

Spell of
Agreements

Country Years in Sample Start End

Rwanda 1974 1990 1979 1980
Senegal 1971 1974 1979 1980

1976 1976
1978 1980

Sierra Leone 1975 1990 1977 1982
1984 1987

Somalia 1973 1989 1980 1988
Sudan 1973 1990 1973 1975

1979 1985
Swaziland 1975 1989 Never Under
Tanzania 1984 1988 1986 1988
Togo 1978 1989 1979 1989
Tunisia 1973 1990 1986 1990
Uganda 1984 1989 1984 1984

1987 1989
Zaire 1972 1989 1976 1989
Zambia 1973 1990 1973 1974

1976 1987
Zimbabwe 1978 1990 1981 1984
Barbados 1973 1989 1982 1984
Costa Rica 1973 1988 1980 1988
Dominican Republic 1973 1990 1983 1986
El Salvador 1971 1982 1971 1973

1980 1982
Guatemala 1973 1986 1973 1973

1990 1990 1981 1984
1990 1990

Haiti 1981 1988 1981 1988
Honduras 1973 1988 1973 1973

1979 1983
Jamaica 1976 1988 1977 1988
Mexico 1973 1990 1977 1979

1983 1990
Nicaragua 1971 1984 1971 1973

1979 1979
Panama 1974 1990 1974 1987
Trinidad and Tobago 1977 1990 1989 1990
Brazil 1979 1979 1983 1986

1981 1990 1988 1990
Chile 1973 1983 1974 1976

1983 1983

(continued)
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(continued)

Spell of
Agreements

Country Years in Sample Start End

Colombia 1972 1990 1972 1974
Ecuador 1974 1990 1983 1990
Guyana 1971 1986 1971 1982
Paraguay 1973 1990 Never Under
Peru 1971 1981 1971 1971

1977 1980
Uruguay 1973 1983 1973 1973

1975 1983
Venezuela 1971 1990 1989 1990
Bangladesh 1974 1990 1974 1976

1979 1983
1985 1990

India 1975 1990 1981 1984
Indonesia 1973 1983 1973 1974
Iran 1975 1983 Never Under
Jordan 1984 1990 1989 1990
Malaysia 1973 1984 Never Under
Nepal 1977 1986 1977 1977

1985 1986
Pakistan 1974 1990 1974 1975

1977 1978
1980 1983
1988 1990

Philippines 1973 1990 1973 1981
1983 1990

Sri Lanka 1971 1972 1971 1972
1974 1975

1974 1990 1977 1981
1983 1984
1988 1990

Syria 1986 1989 Never Under
Thailand 1973 1987 1978 1979

1981 1983
1985 1986

Malta 1973 1979 Never Under
1981 1987

Turkey 1971 1987 1971 1971
1978 1985

Fiji 1971 1987 1974 1975
Papua New Guinea 1976 1987 Never Under
Solomon Islands 1982 1987 1982 1984
Vanuatu 1985 1987 Never Under
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2,095 observations of labor share of income from manufacturing for 110
countries

Country Years in Sample
Benin 1974–81
Botswana 1968, 1972, 1974–88
Burkina Faso 1974–83
Burundi 1971–80, 1983, 1986–91
Cameroon 1970–2, 1974–84, 1989–90
Central African Republic 1973–8, 1980–3, 1985–90, 1992
Chad 1975
Congo 1968–76, 1981–8
Côte d’Ivoire 1966–82
Egypt 1964–92
Gabon 1966, 1972–8, 1980–2
Gambia 1975–82
Ghana 1963–87
Kenya 1963–92
Lesotho 1980–5
Madagascar 1967–86
Malawi 1964–75, 1979–86
Mali 1969–81
Mauritius 1968–91
Morocco 1967–9, 1976–80, 1985–92
Niger 1978–80, 1982–8
Nigeria 1963–85
Rwanda 1969–79, 1984–6
Senegal 1974–85, 1987–9
Seychelles 1976–86
Sierra Leone 1981
Somalia 1967–79, 1986
South Africa 1963, 1964, 1966, 1968, 1970, 1972–93
Sudan 1972–5
Swaziland 1968, 1970–3, 1976–89
Tanzania 1965–74, 1978–88
Togo 1974–9, 1982–4
Tunisia 1963–81
Uganda 1963–9, 1971
Zaire 1968–9, 1972
Zambia 1964–91
Zimbabwe 1965–93
Bahamas 1978–83, 1986–7, 1991
Barbados 1970–89, 1991–2
Belize 1989–92
Canada 1963–93
Costa Rica 1963, 1965, 1968–91
Dominican Republic 1963–83
El Salvador 1963–85, 1991
Guatemala 1968, 1971–90
Honduras 1963–6, 1968–9, 1971–5, 1983–92
Jamaica 1963–92
Mexico 1984–91
Nicaragua 1965–85
Panama 1963–93
Trinidad and Tobago 1966–8, 1974–8, 1981–7
United States 1963–93
Argentina 1963, 1970–91
Bolivia 1970–91

(continued)
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(continued)

Country Years in Sample
Brazil 1963–91
Chile 1963–93
Colombia 1963–93
Ecuador 1963–93
Peru 1963–69, 1972–3, 1979–88
Uruguay 1968, 1976–93
Venezuela 1963, 1965, 1967–93
Bangladesh 1971–90
China 1980–6
India 1963–92
Indonesia 1970–92
Iran 1963–77, 1979–91
Iraq 1963–77, 1981–7, 1991–2
Israel 1963–88, 1990–1
Japan 1963–93
Jordan 1963–71, 1974–92
South Korea 1965–93
Malaysia 1968–93
Myanmar 1963
Nepal 1977, 1986, 1991
Pakistan 1963–89
Philippines 1963–6, 1968–92
Qatar 1991–2
Singapore 1965–93
Sri Lanka 1966, 1980–3, 1987–90
Syria 1961, 1965–91
Thailand 1967–70, 1974–7, 1979, 1982, 1984, 1986, 1988–91
Armenia 1991
Austria 1963–93
Belgium 1963–92
Croatia 1991–2
Cyprus 1991–2
Denmark 1963–92
Finland 1963–93
France 1977–89
Greece 1963–93
Hungary 1971–91
Iceland 1968–91
Ireland 1963–93
Italy 1967–93
Luxembourg 1963–93
Malta 1964–89
Netherlands 1963–91
Norway 1963–93
Poland 1972–90
Portugal 1963–90
Romania 1991
Slovenia 1991-2
Spain 1963–91
Sweden 1963–93
Turkey 1963–92
United Kingdom 1963, 1968–92
Australia 1963–92
Fiji 1970–92
New Zealand 1963–92
Papua New Guinea 1975–89
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