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The micro processes governing the evolution of military technolo-
gies are no different than any other technology.

—Edward W. Constant (2000)

Normal design is very different from radical design such as that
confronting the initiators of the turbojet revolution.

—Walter G. Vincenti (2000)
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Preface

In this book I examine the impact of military and space-related procurement on
the commercial development of six general-purpose technologies. In an earlier
book, Technology, Growth, and Development: An Induced Innovation Perspective
(2001), I discussed several examples but did not give particular attention to the
role of military and defense-related procurement as a source of commercial tech-
nology development. A major generalization that emerged in my earlier work was
that the public sector had played an important role in the research and technology
development for almost every industry in which the United States was, in the late
twentieth century, globally competitive. During the winter of the 2002–2003 ac-
ademic year, commitment to present several seminars led to a reexamination of
what I had written in Technology, Growth, and Development. It became clear to me
that defense and defense-related institutions had played a major role in the research
and technology development of many of the general-purpose technologies that I
had discussed in the earlier book.

The military procurement issue was sitting there in plain sight, but I had been
unable or unwilling to recognize it! It was with considerable reluctance, then, that
I decided to write this book. I shared the view advanced by John U. Nef in his
classic book War and Human Progress (1950) that the impact of war on military
technology was to due to the intensification of military procurement during war-
time, which itself drew on the accumulation of earlier advances in scientific and
technical knowledge.

The purpose of this book is to demonstrate that military and defense-related
procurement has been a major source of technology development across a broad
spectrum of industries that account for an important share of U.S. industrial pro-
duction. Some colleagues and reviewers have urged me to give more attention to
the analytical and policy issues typically included in research in the field of defense
research and development. Others have urged me to develop a more comprehen-
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sive economic history of military and defense-related technology. My interest is
both broader and narrower than these suggestions. My focus on the impact of
defense procurement on commercial technology development captures a much
more inclusive range of research and technology development than defense research
and development. My focus on the impact of defense and defense-related pro-
curement on commercial technology development is narrower, however, than a
comprehensive economic history of the development of the military and com-
mercial aircraft or the computer industries.

I owe a very large debt to the numerous colleagues who have critically reviewed
earlier versions of the book. (Specific acknowledgments appear at the ends of many
chapters.) I owe a particular debt to Richard Nelson, Nathan Rosenberg, and Rob-
ert E. Evenson, whose research and counsel have contributed to the development
of my own thought on the economics and history of research and technology de-
velopment. I am indebted to Oxford University Press for permission to draw heav-
ily on several chapters, particularly 7, 9, 10, and 11, from Technology, Growth, and
Development. Elaine Reber typed and retyped the manuscript, and corrected my
spelling and usage. Mary Keirstead’s technical editing of the manuscript forced me
to clarify both my thoughts and my expression. Louise Letnes has contributed to
the accuracy and completeness of citations.
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1

War and Economic Growth

It is difficult to overemphasize the importance of the historical role that military
procurement has played in the process of technology development. Knowledge
acquired in making weapons was an important source of the industrial revolution.
To bore the condenser cylinders for his steam engines, “Watt had to turn to John
Wilkinson, a cannon-borer, who had invented the one machine in all England that
could drill through a block of cast iron with accuracy” (Kaempffert 1941, p. 435).
In France, the navy provided the market that gave French entrepreneurs an op-
portunity to catch up with British advances in ferrous metallurgy (McNeill 1982,
pp. 177, 211–212). In the United States, what came to be termed the American
system of manufacturing emerged from the New England armory system of gun
manufacture (Rosenberg 1972, pp. 87–116; Smith 1985, pp. 39–86). During al-
most every year since World War II, defense and defense-related research and
technology development expenditures have accounted for at least two thirds of all
U.S. federal government research and development (R&D) expenditures (National
Science Board 2004, pp. A4, 60).

Historical Perspectives

The relationship between war and economic development has been controversial
in economic history.1 In Krieg und Kapitalismus (1913), Werner Sombart argued
that in Western Europe war and the preparation for war gave rise to the economic
institutions of capitalism (Smith 1985, pp. 29–30). In his classic work, War and

1. In this section I have drawn on the exceedingly thorough review of the literature on the
history of military institutions and social change by Hacker (1994, pp. 768–834).
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Human Progress, John U. Nef argued, partly in response to Sombart’s thesis, that
the apparent association between war and economic development does not bear
up well under careful historical analysis. Impressions that war has an impact
on technical change are, for example, formed from the wartime intensification
of military procurement that draws on the accumulation of earlier advances in
scientific and technical knowledge (Nef 1950, pp. 375–378; Mokyr 1990, pp. 183–
186).

This issue became a subject of heated debate in the United States in the 1960s.
A study conducted by the Office of the Director of Defense Research and En-
gineering (HINDSIGHT) purported to show that the significant “research events”
that had contributed to the development of twenty major weapons systems were
predominantly motivated by military need (Sherwin and Isenson 1967). This view
was challenged in studies commissioned by the National Science Foundation and
conducted by the Illinois Institute of Technology (TRACES; 1968) and Battelle
Research Institute (1973). The TRACES and Battelle studies adopted a time ho-
rizon much longer than the twenty-year period examined in the HINDSIGHT
study. These studies concluded that earlier science events, unrelated to military
considerations, were of much greater importance relative to technology events as
sources of technical change (Mowery and Rosenberg 1979; Thirtle and Ruttan
1987).

During the cold war, defense and defense-related R&D expenditures were crit-
icized as a burden on, rather than as a source of, productivity growth. It was argued
that defense and defense-related research and technology development drew sci-
entific and technical capacity away from commercial application and thus slowed
technical change in industry (Solo 1962, pp. 49–60; Melman 1974; Kaldor 1981;
Dumas 1986; Lichtenberg 1989).2 In addition, U.S. industry has been criticized
for being slow to take advantage of the technology transfer opportunities resulting
from military and defense-related R&D. Defense contractors often insulated their
military and defense-related R&D from their commercially oriented R&D (Lich-
tenberg 1989; Alic et al. 1992, pp. 43–44; Markusen and Yudken 1992, pp. 69–
100).

In a landmark book published in the mid-1980s, Military Enterprise and Tech-
nological Change, Merritt Roe Smith, a leading historian of technology, complained
that economic historians had largely neglected the contribution of military research,

2. For a thorough review of the literature on military expenditures and economic growth, see
Sandler and Hartley (1995). Sandler and Hartley are critical of much of the literature for em-
phasizing either supply-side or demand-side effects of military procurement expenditures. In at-
tempting to understand the effects of defense expenditures on economic growth, the researcher
needs to account for both the supply-side and the demand-side influences (pp. 202–203).
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development, and procurement on the development of commercial technology
(Smith 1985, pp. 32–37).3 In my recent book, Technology, Growth, and Develop-
ment (2001), I gave considerable attention to the role of the U.S. public sector in
the development of major general-purpose technologies.4 I discussed several ex-
amples but did not give particular attention to the role of military and defense-
related procurement as a source of commercial technology development. As afore-
mentioned, although the issue was sitting there in plain sight, I was unable or
unwilling to acknowledge it.5

The purpose of this book, then, is to demonstrate that military and defense-
related R&D and procurement has been a major source of technology development
across a broad spectrum of industries that account for an important share of U.S.
industrial production. I use the term military and defense-related procurement as a
shorthand expression to include research, development, and procurement by the
National Aeronautics and Space Administration and the Atomic Energy Com-
mission (now the U.S. Department of Energy), and by contractors that conduct
R&D in connection with military and defense-related procurement (box 1.1).

I am interested in military and defense-related technology development pri-
marily to the extent that it contributes to commercial technology development.
And I am concerned with the impact of military and defense-related technology
development and procurement on commercial technology development primarily
during the early stages in which commercial technology has most typically drawn
on military and defense-related research, technology development, and procure-
ment.6 As a field of commercial technology that initially drew heavily on military
R&D or military and defense-related procurement matures, its dependence on mil-
itary and defense-related sources tends to decline. The flow of knowledge and
technology may then reverse—“from spin-off to spin-on.”

Since the end of World War II, the United States has played a predominant
role in initiating or implementing the new general-purpose technologies that have

3. A similar criticism could be made of leading scholars in the field of business history and
industrial organization (Williamson 1975; Chandler 1977; Porter 1990).

4. General-purpose technologies exert a pervasive impact across a number of industries. Con-
sistent features in the history of general-purpose technologies have been a lengthy period be-
tween their emergence and their impact (David 1990; Lipsey, Bekar, and Conlaw 1998) and the
cumulating of individual small improvements (Rosenberg 2004).

5. I have not been alone in finessing the role of military procurement in technology develop-
ment. Members of the scientific community have often preferred to avoid discussion of the inti-
mate relationship between their own research and government investment in military technology
(Foreman and Sanchez-Rom 1991).

6. Kira Markiewicz and David Mowery (2004) insist that in many cases the most significant
effects of federal spending on industry technology development and diffusion have been the re-
sult of procurement rather than of R&D.



Box 1.1. Department of Defense: Unique Science
and Technology Development Activities

Basic research Systematic study directed toward greater knowl-
edge or understanding of the fundamental as-
pects of phenomena or observable facts, without
specific applications toward processes or prod-
ucts in mind.

Applied research Systematic study to gain knowledge or under-
standing necessary to determine the means by
which a recognized and specific need may be met.

Advanced technology
development

Includes all efforts that have moved into the de-
velopment and integration of hardware for field
experiments and tests.

Demonstration and
validation

Includes all efforts necessary to evaluate integrated
technologies in as realistic an operating environ-
ment as possible to assess the performance or
cost reduction potential of advanced technology.

Engineering and manu-
facturing development

Includes those projects in engineering and man-
ufacturing development for service use but
which have not received approval for full-rate
production.

Research, development, test,
and evaluation (RDT&E)
management support

Includes research and development (R&D) efforts
directed toward support of installations or oper-
ations required for general R&D use. Included
would be test ranges, military construction,
maintenance support of laboratories, operations
and maintenance of test aircraft and ships, and
studies and analyses in support of R&D programs.

Operational system
development

Includes those development projects in support
of development acquisition programs or up-
grades still in engineering and manufacturing de-
velopment, but which have received Defense
Acquisition Board or other approval for produc-
tion, or production funds have been included in
the Department of Defense (DOD) budget sub-
mission for the budget or subsequent fiscal year.

(continued )

6



WAR AND ECONOMIC GROWTH 7

Box 1.1. (continued)

Developmental test
and evaluation

Efforts associated with engineering or support
activities to determine the acceptability of a sys-
tem, subsystem, or component.

Operational test
and evaluation

Efforts associated with engineering or support
activities to determine the acceptability of a sys-
tem, subsystem, or component.

No separate definition Major equipment dollars are mixed with the
dollars for the “Conduct of R&D” and carried in
the RDT&E accounts listed above. In FY 1998,
DOD requested a total of $68 million for major
R&D equipment.

No separate definition In FY 1998, close to 90% of the $67 million re-
quested by DOD for R&D facilities was carried
separately in military construction accounts. The
rest were included in the costs of major devel-
opment programs and are mixed with the dol-
lars for the “Conduct of R&D” carried in the
RDT&E accounts listed above.

Source: Fossum, D. L., S. Painter, V. Williams, A. Yezril, and D. Trinkle. 2000. Discovery and In-
novation: Federal Research and Development Activities in the Fifty States, District of Colombia, and
Puerto Rico. Santa Monica, CA: RAND, p. 615. Reprinted with permission of RAND.

emerged from military and defense R&D and defense-related procurement. Thus,
in this book I focus primarily on the United States. I discuss six general-purpose
technologies: (1) interchangeable parts and mass production, (2) military and com-
mercial aircraft, (3) nuclear energy and electric power, (4) computers and semi-
conductors, (5) the Internet, and (6) the space industries.7 In each chapter I

7. Other areas in which military R&D and military and defense-related procurement have
played a significant role in technology development include the laser, radio, food-processing, ma-
chine tool, and chemical and medical industries. I discuss the role of military demand on techni-
cal change in the chemical industry in some detail in Ruttan (2001, pp. 286–315). In this book I
do not discuss the large number of secondary spin-offs from military and defense-related research
and procurement. A classic example is the microwave oven, a spin-off from research on radar,
developed by Raytheon. Popular accounts of spin-offs from military and space research and pro-
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speculate, in the spirit of counterfactual analysis, on whether, in the absence of
the stimulus resulting from military procurement, commercial development would
have occurred “anyway”—or at least more slowly.8 In a concluding chapter I address
the role of military and defense-related procurement on technology development
in the United States in a postindustrial economy.

Rate and Direction of Technical Change

In this section I present an overview of the theoretical perspectives that have guided
economists in their attempts to understand the economic forces that have influ-
enced the rate and direction of technical change in commercial technology devel-
opment. Throughout the book, I will explore the extent to which these theoretical
perspectives illuminate the sources of military and defense-related technologies.

Historians of science and technology, and scientists and engineers themselves,
have traditionally sought to interpret advances in scientific and engineering knowl-
edge internally—that is, in terms of the motives of individual scientists and en-
gineers or in terms of the culture of scientific and engineering societies and com-
munities, rather than in terms of changes or differences in social, political, and
economic environments.9 Internalist interpretations have become considerably less
compelling as advances in scientific and engineering knowledge have increasingly
emerged from large government and industrial laboratories and from contract re-
search carried out at major research universities. These interpretations have nev-
ertheless retained substantial currency in military history (Hacker 1994). Edward
Constant (2000a) has insisted, however, that “the micro processes governing the

curement have often been excessively extravagant or wholly fictitious (Alic et al. 1992, pp. 54–
81).

8. Counterfactual analysis became a central concern in the “new economic history” intro-
duced by a group of younger economic historians in the late 1950s and 1960s. As practiced by
the new economic historians, counterfactual analysis involved the application of economic theory
and econometric method to establish the effects of technical and institutional innovations on the
course of economic development. The net effects of technical and institutional change on devel-
opment involve “a comparison between what actually happened and what would have happened
in the absence of the specified circumstances” (Fogel 1966, p. 653). The introduction of formal
analytical-quantitative methodology became a source of substantial debate among economic his-
torians in the 1960s (Fogel 1967). The counterfactual arguments in this book are based on tradi-
tional narrative rather than on econometric analysis.

9. For an extreme example, see David Noble, The Religion of Technology (1997). Noble argues
that since the Middle Ages Christianity has been a dominant inspiration for advances in technical
knowledge. But in the modern world “the other worldly preoccupations of later day spiritual
men . . . have contributed enormously to the world arsenal for warfare, surveillance and control”
(p. 206).
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evolution of military technologies are no different than any other technology”
(p. 288).10

During the 1960s through the 1980s, economists developed many new theories
and insights into the sources of technical change. In the 1960s and 1970s, they
focused their attention on the development and testing of the theory of induced
technical change, particularly on the role of economic forces—primarily changes
in demand and changes in relative factor prices—on the rate and direction of tech-
nical change. In the late 1970s and early 1980s, attention shifted to evolutionary
models inspired by a revival of interest in Joseph Schumpeter’s (1934) work on
the sources of economic development. Beginning in the early 1980s, these theories
were supplemented by the development of historically grounded “path-dependent”
models of technical change. Each has contributed substantial insight into the gen-
eration and choice of new technology.

Induced Technical Change

In a now classic study of patent statistics, Jacob Schmookler (1966) showed that
in the United States during much of the nineteenth century, when investment
rose, capital goods inventions also rose; and when investment declined, the flow
of patents declined. His intensive historical studies of a series of major inventions
led him to conclude that demand was a more important source of change in the
rate of technical change than advances in the state of knowledge (Schmookler 1962;
Schmookler 1966).11

Arguments about the relative importance of demand-side and supply-side forces
intensified in the late 1960s. I referred earlier to a study conducted by the Office
of the Director of Defense Research and Engineering that purported to show that
significant “research events” that contributed to the development of twenty major
weapons systems were motivated primarily by military “need” rather than by dis-
interested scientific inquiry (Thirtle and Ruttan 1987, pp. 6–11). Subsequent stud-
ies have shown that technical changes induced by both supply- and demand-side
factors have played an important role in the life cycles of many industries (Walsh
1984, p. 233). But there should be no argument that growth in demand does rep-
resent a powerful inducement to the allocation of resources to research, and that

10. I have reviewed the evolution of thought on the sources of innovation in scientific and
technical knowledge in Ruttan (2001, pp. 63–99, 534–538) and Ruttan (2003, pp. 82–87), and
on the rate and direction of technical change in Ruttan (2001, pp. 100–146).

11. The Schmookler work initiated an intense debate among economic historians on the rela-
tive importance of “demand pull” relative to “supply push” as a source of technical change
(Mowery and Rosenberg 1979).
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military procurement has been an important source of demand-induced technical
change.

Interest in the effects of changes (and differences) in relative factor endowments
and prices on the direction of technical change was initially stimulated by an ob-
servation by Sir John Hicks: “The real reason for the predominance of labor saving
innovation is surely that . . . a change in relative prices of factors of production is
itself a spur to innovation and to innovation of a particular kind—directed at econ-
omizing the use of a factor which has become relatively expensive” (1963, pp. 124–
125).12

The first econometric tests of the microeconomic theory of induced technical
change were conducted by Yujiro Hayami and Vernon W. Ruttan against the his-
tory of technical change in agriculture in the United States and Japan (Hayami
and Ruttan 1973; Hayami and Ruttan 1985). It was apparent that the enormous
changes in land-labor ratios over time in the two countries could not be explained
by simple factor substitution. Hayami and I showed that (1) land and mechanical
power were complements, and mechanical power and labor were substitutes; and
(2) fertilizer and land infrastructure were complements, and fertilizer and land were
substitutes. Our econometric tests confirmed that the enormous changes in factor
proportions that occurred in the process of development in the two countries rep-
resented a process of dynamic factor substitution in response to technical change
induced by changes in relative factor endowments. Japan initially followed a “bi-
ological,” and the United States a “mechanical,” technical trajectory. Since the mid-
dle of the twentieth century, the trajectories have experienced substantial con-
vergence.

The Hayami-Ruttan work was followed by a large number of empirical tests of
the microeconomic version of the induced-technical-change hypothesis in the ag-
ricultural, natural resource, and industrial sectors (Thirtle and Ruttan 1987). The
results of these tests confirmed that changes (and sometimes differences) in relative
factor endowments and prices exerted a pervasive impact on the direction of tech-
nical change. The only formal test of the induced-innovation hypothesis against
military procurement is Ames and Rosenberg’s (1968) study of technical change
in the Springfield Armory (United States) and the Enfield Arsenal (United King-

12. The theory of induced innovation, particularly its macroeconomic variant, was the subject
of considerable controversy in the mid-1960s. For a review, see Nordhaus (1973). See also the
criticism by Mokyr (2002, pp. 292–294). The macroeconomic variant of induced technical
change has since the early 1990s been discussed under the rubric of endogenous technical
change (Romer 1986; Lucas 1988; Ruttan 1998). Rosenberg (2004) has argued that the growth
of scientific and technical knowledge has become far more endogenous over the course of the
twentieth century.
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dom). They found that part of the explanation for the higher labor productivity
at Springfield was to be found in the relative prices of raw materials (wood and
metal) and in the wages of highly skilled workers compared to less skilled workers.
It is hard to believe that the enormous rise in the price of labor compared to the
price of capital equipment in the U.S. economy has not played a significant role
in inducing the capital intensity of U.S. military technology. Only an economy that
places an extremely high value on human capital could devote resources to pro-
ducing a tool as expensive as stealth aircraft.13

Evolutionary Theory

Modern interest in an evolutionary theory of technical change derives largely from
the work of Richard R. Nelson and Sidney Winter in the 1970s. They followed
a series of articles with the highly acclaimed book An Evolutionary Theory of Eco-
nomic Change (Nelson and Winter 1982).14 Evolutionary theory jettisons much of
what Nelson and Winter consider the excess baggage of the neoclassical theory,
including profit-maximizing firm behavior and the production function as a de-
scription of firm-level technology, which play a central role in the theory of induced
technical change. The theoretical cornerstone of the Nelson-Winter model is the
behavioral theory of the firm in which profit-maximizing behavior is replaced by
the concept of “routine”—a term that includes characteristics ranging from well-
specified technical procedures for producing things and for managing practices, re-
search, and development, to business strategies about product diversification, in-
vestment, and marketing (Nelson and Winter 1982, p. 14).

The two fundamental mechanisms in the several Nelson-Winter models are the
search for better techniques and the selection of firms or technologies by the market.
The learning activities leading to technical change are characterized by (1) local
search for technical innovations, (2) imitation of practices employed by other firms,
and (3) “satisfying” economic behavior. Search for new technology, whether gen-
erated internally by R&D, or transferred from suppliers or competitors, is set in
motion when profits fall below a certain threshold. A change in factor prices, or

13. In the United States, military force changes since the early 1970s have been associated
with very substantial substitution of capital for labor. Between 1970 and 2003 the equipment
cost per person approximately doubled and the budget cost per person increased by about two
thirds in the U.S. armed forces: “On average the United States spends just short of $300,000 per
person in the armed forces—twice as much as its closest allies and far more than any potential
antagonists” (Deitchman 2004, p. 63).

14. Evolutionary theory in economics has experienced substantial criticism and elaboration
since its early articulation by Nelson and Winter (1982). See, for example, the essays in Ziman
(2000).
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a rise in the wage rate, for example, will cause some techniques to fail the prof-
itability test, and different techniques to pass the tests they might have failed at
a lower wage rate.

History plays an important role in the Nelson-Winter evolutionary models. The
condition of the industry in each time period shapes its condition in the following
period: “Some economic processes are conceived as working very fast, driving some
of the model variables to temporary equilibrium values within a single period. . . .
Slower working processes of investment and technological and organizational
change operate to modify the data of the short run equilibrium system from period
to period or even from instant to instant” (Winter 1984, p. 290).

The Nelson-Winter evolutionary theory has provided substantial insight into the
operation of large bureaucratic firms, such as those in the aerospace industry, par-
ticularly in their approach to technical innovation. The pipeline model of military
procurement (see chapter 8) is not unlike the process assumed in some of the
Nelson-Winter simulations. I have not, however, been able to identify any em-
pirical studies of the rate and direction of military or defense-related R&D that
have attempted to test the Nelson-Winter evolutionary theory.

Path Dependence

The argument that technological change is path dependent was vigorously advanced
by W. Bryan Arthur and several colleagues beginning in the early 1980s (Arthur
1983; Arthur 1989; Arthur 1994). In the middle and late 1980s, Paul A. David
presented the results of a series of historical studies—of the typewriter keyboard,
the electric light and power industry, and others—that served to buttress the plau-
sibility of the path-dependence perspective (David 1985; David and Bunn 1988).

The distinctive contribution of the work by Arthur, David, and their colleagues
was their emphasis on increasing returns to scale as a source of technical “lock-
in.” In some nonlinear dynamic systems, positive feedbacks, termed polya processes,
may cause particular technological patterns or structures to become self-reinforcing:
“Often there is a multiplicity of patterns that are candidates for long term self-
reinforcement. A combination of small events early in the R&D process pushes
the dynamics of technical choice into the orbit of one of these paths and thus
‘selects’ the structure that the system eventually locks into” (Arthur 1994, p. 294).
Arthur cites the almost accidental dominance of personal computer software by
Microsoft as an example (1989, p. 127).

David has presented the dominance of the QWERTY (the first six letters on
the left top row) typewriter and computer keyboard as a particularly compelling
example of how an inefficient (from today’s perspective) technology was intro-
duced and has persisted. David’s explanation of why this occurred is that an in-
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novation in typing method, touch typing, gave rise to three features that caused
QWERTY to become “locked in” as the dominant keyboard arrangement. These
features were technical interrelatedness, economies of scale, and quasi-reversibility of
investment (David 1985, p. 334). Technical interrelatedness refers to the need for
system compatibility—in this case the linkage between the design of the typewriter
keyboard and the typists’ memory of a particular keyboard arrangement. Economies
of scale refers to the decline in the user cost of the QWERTY system (or any other
system) as it gains acceptance relative to other systems. Quasi-reversibility is the
result of the acquisition of specific touch typing skills (the “software”). These char-
acteristics are sometimes bundled under the rubric of “network externalities.”

The development of nuclear power for commercial use (see chapter 4) is an
example of path dependence drawn from defense-related procurement. In the early
1950s the Atomic Energy Commission (AEC) initiated a program to support and
evaluate alternative nuclear reactor designs. Before this evaluation was complete,
events conspired to force a choice of the light water reactor. One of these events
was the choice by the U.S. Navy of the light water reactor for propulsion of its
nuclear submarine. A second was President Dwight D. Eisenhower’s desire for early
implementation of nuclear power generation as a showpiece for his Atoms for
Peace initiative. A third was the subsidies to General Electric and Westinghouse
that enabled them to enter the international market with turnkey light water re-
actors in time to preempt the alternatives being pursued by other U.S. firms and
national governments.

Radical Technology

The six general-purpose technologies that I discuss in this book can all be described
as radical or revolutionary technologies. They all represented revolutionary de-
partures from existing technological trajectories. While the three economic models
just discussed provide substantial insight into the rate and direction of incremental
changes in technology, they do not address the sources of revolutionary new tech-
nologies.

An earlier generation of historians of technology viewed major inventions as a
result of transcendental insight—as due to the unique inspiration of the occasional
genius who achieves advances in knowledge through the exercise of intuition (Rut-
tan 2001, pp. 65–66). In a landmark book on the history of the turbojet revolution,
Edward Constant (1980) advanced the concept of presumptive anomaly as a source
of radical advances in technology: “Presumptive anomaly occurs in technology, not
when the conventional system fails in any absolute or objective sense, but when
assumptions derived from science indicate either under some future conditions the
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conventional system will fail (or function badly) or that a radically different system
will do a better job” (Constant 1980, p. 15; see also Constant 2000b).15 Thus, in
the case of the turbojet, insight derived from aeronautics in the 1920s created a
presumption among a few aircraft engineers that, over the longer term, funda-
mental constraints would be confronted on the performance of the piston-propeller
system of aircraft propulsion (see chapter 3). Another example is the realization
in the late 1930s by Dr. Mervin Kelly, director of research at Bell Telephone
Laboratories, that the heat-generation capacity of vacuum tubes would become a
constraint on the development a more rapid telephone switching technology (see
chapter 5).

It is not necessary that the insight that gives rise to a perception of anomaly
be derived from science. Advances in engineering or agronomic knowledge may
also give rise to presumptive anomaly. When a radical new engineering technology
is envisaged, it may be initially judged as less efficient than the system it is designed
to replace. Furthermore, a radical new general-purpose technology will generally,
over time, do much more than perform existing functions more efficiently. It will
make possible new functions that the technology it replaces could not perform
(Aitken 1985, pp. 7–12) Thus, the electronic digital computer not only replaced
tabulating and calculating machines, but also opened up the possibility of entirely
new communications technologies (see chapter 5).

The presumptive anomaly and the three economic models of the sources of
technical change are elements that may in the future be incorporated into a more
comprehensive or general model of the sources of technical change. But such a
model does not yet exist. There is yet no adequate general interpretation of the
sources of defense and defense-related technical change (Rosen 1991, pp. 1–53).
Each has been useful in advancing our understanding of the sources of technical
change. In this book I draw on the several models as I attempt to understand the
role of military R&D and defense and defense-related procurement on commercial
technology development.

The Book Plan

In the following chapters of this book I discuss the role of military and defense-
related R&D procurement on the development of six general-purpose technologies

15. The Constant presumptive anomaly model bears some resemblance to the theory of para-
digm shifts advanced by Kuhn to explain discontinuities in the history of scientific theory
(1970).
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that played a decisive role in the development of the U.S. economy in the twentieth
century.

In chapter 2, I discuss the role of military procurement in the development in
the early decades of the nineteenth century of what came to be known as the
American system of manufacturing. Economic historians have characterized the
American system, or more appropriately the New England armory system, as
the assembly of complex products produced from individual interchangeable parts.
Its first important application was in the manufacture of firearms at the U.S. Army
Harpers Ferry (Virginia) and Springfield (Massachusetts) armories. During the sec-
ond half of the nineteenth century, “armory practice” diffused to other branches
of manufacturing, such as sewing machine and bicycle manufacture. It emerged
in its most highly developed form in the mass production of automobiles at the
Ford Motor Company in the first two decades of the twentieth century.

In chapter 3, I describe the intimate relationship between military and com-
mercial aircraft development. The aircraft industry was unique among manufac-
turing industries in that a government research organization, the National Advisory
Committee for Aeronautics (NACA), was established shortly before U.S. entry
into World War I to conduct research on military and commercial aircraft tech-
nology and design. NACA was an important, and efficient, source of new knowl-
edge and new technology for the military and commercial aircraft industries for
four decades, until it was absorbed into the National Aeronautics and Space Ad-
ministration (NASA) in 1958. NASA continues to be involved in almost every
aspect of aircraft research and technology development.

In chapter 4, I trace the origin of the nuclear power industry to the World War
II Manhattan Project, which was organized to develop and build the atomic bomb.
The demonstration of controlled nuclear fission at the University of Chicago’s Stagg
Field on December 2, 1942, initiated the chain of events that led to the devel-
opment of nuclear power. Since the beginning it has not been possible to under-
stand the development of the nuclear power industry apart from the application
of nuclear energy in military technology. The design of the first U.S. nuclear power
reactor, located at Shippingport, Pennsylvania, was adapted from nuclear reactors
developed in the early 1950s to power nuclear submarines. This early commitment
to the light water reactor design appears in retrospect to have been at least a partial
source of the failure of the nuclear power industry to realize the promise that it
appeared to have in the 1950s.

In chapter 5, I describe the development of the computer industry from the
first all-purpose electronic digital computer developed by John W. Mauchly and
J. Prosper Eckert and their associates at the University of Pennsylvania’s Moore
School of Electrical Engineering with funding from the U.S. Army Ballistic Re-
search Laboratory. The first working transistor emerged from the solid-state re-
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search led by William Shockley, John Bardeen, and Walter Brattain at Bell Lab-
oratories in the late 1940s. The transition between the initial development of the
transistor and the subsequent development of military and commercial application
in the 1950s was substantially funded by the Army Signal Corps.

In chapter 6, I trace the role of the Defense Advanced Research Projects Agency
(ARPA), from the initial interest of its Information Processing Techniques Office
in man-machine interaction in the early 1960s; to the development of a project
to interconnect large computers at a number of academic, industrial, and govern-
ment computer centers in the early 1970s; through the invention of the Internet
and its eventual privatization. It was not until 1990 that military responsibility for
the Internet was finally terminated.

In chapter 7, I explore the implications of the Space Act of 1958 that established
NASA to ensure U.S. leadership in space technology—including weather, com-
munications, and remote-sensing satellites—considered important to national pres-
tige, national defense, and foreign policy. NASA played an early entrepreneurial
role in the development of both communications and earth-observing satellites for
military and commercial purposes. In the past several decades, development of
civil applications were slowed by national security considerations and by ideolog-
ically burdened privatization policies that threatened economic viability.

In the final chapter, I address several issues that bear on the impact of military
and defense-related procurement on technology development in the United States
in the future. One is whether changes in the structure of the American economy
preclude military procurement from playing an important role in the development
of advanced technology in the future, one comparable to that it played in the past.
It has been argued that in many areas of technology the direction of spin-off in
recent decades has shifted to one from commercial to military technology, rather
than one from military to commercial technology. A second, related argument is
that the military and defense-related industries have become so small, compared
to the size of the U.S. economy, or even to the manufacturing sector, that it no
longer exerts significant leverage on the rate or direction of technical change (Alic
et al. 1992; Nelson and Wright 1992).

If military or defense-related procurement does remain an essential source of
advanced technology development, then a second, more disturbing question comes
to mind. Will war, or at least the threat of war, continue to be necessary to induce
the “political will” to mobilize the scientific, technical, and financial resources to
generate new general-purpose technologies? I will return to this issue in the final
chapter.
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Interchangeable Parts and Mass Production

In 1800 the manufacturing sector accounted for less than 10 percent of U.S. com-
modity production. By the end of the century, it accounted for over 50 percent.
A unifying theme of this dramatic growth in the manufacturing sector was what
came to be referred to as “the American System of Manufacturing” (Hounshell
1984, pp. 331–336). Economic historians have traditionally characterized the
American system as the assembly of complex products from interchangeable in-
dividual parts (Rosenberg 1972, pp. 87–116). The system was developed for the
manufacture of guns for the Army at the national armories at Springfield, Mas-
sachusetts, and Harpers Ferry, Virginia (Smith 1977).1

My primary purpose in this chapter is to discuss the American, or more ap-
propriately, the New England, armory system to illustrate that the role of military
procurement in the development of general-purpose technology in the United
States extends back to the early years of the nation. The New England armory
system introduced during the first half of the nineteenth century had a pervasive
impact on the development of American manufacturing. It was the precursor of
what has been termed the “Fordist” system of mass production. A second theme
of this chapter is the difficulty of achieving rapid technology transfer even when
the participants are working under a unified command and control system or are
in the same industry.

1. The conceptual basis for a system of uniform ordinance manufacture based on interchange-
able parts was initially developed in France. It was diffused to the United States by French offi-
cers during the Revolutionary War. The continuing puzzle of why a machine process for produc-
tion of guns was first developed in the United States rather than in France remains unresolved
(Smith 1985, pp. 39–86). Ames and Rosenberg (1968) suggest an induced technical change in-
terpretation of the prior adoption of machine methods for producing muskets in the United
States than in Britain.
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Interchangeable Parts

The significance of interchangeability can best be understood when compared to
the handicraft technology previously used in gun making.2 Handicraft gun making
involved precisely fitting together, primarily by hand filing, individual components
produced by a large number of craftsmen. Substantial skill and patience were re-
quired for tasks such as filing and recessing the gunstock to properly accommodate
the lock and barrel and correctly arranging the pin and screws. In contrast, the
system of interchangeability required less skill and thus vastly simplified gun pro-
duction, repair, and maintenance. It also meant that an army in the field no longer
had to be accompanied by armorers to repair a broken part or fit a new part (Mokyr
1990, pp. 136–137).

Springfield and Harpers Ferry

Before 1797 the U.S. War Department purchased its arms, whether imported or
produced domestically, from private contractors. In 1794 President George Wash-
ington, disturbed by the inadequate performance and corruption of the contract
system, proposed a bill, which the Congress passed, to create up to four public
arsenals and magazines to manufacture and supply arms to the U.S. Army De-
partment. The bill authorized the president to decide on the locations and to select
(and dismiss) the armory superintendents. A site at Springfield, Massachusetts, al-
ready owned by the government, was selected shortly after the bill was passed. It
was not until 1798, after considerable controversy, that a second site, at Harpers
Ferry, was selected (Smith 1977, pp. 28–32).

In 1812 a U.S. Ordnance Department was established as an agency for the
inspection and distribution of military supplies, and it was given jurisdiction for
the Springfield and Harpers Ferry armories. Its first director, Colonial Decius Wads-
worth, staffed the department with able young military engineers. His chief as-
sistant and successor, Colonel George Bomford, was given responsibility for over-
seeing and promoting greater efficiency in arms manufacture at the Springfield and
Harpers Ferry armories (Smith 1977, p. 106). In the decade after the War of 1812,
additional armories were established. Several of the arsenals, such as the Springfield
Arsenal and the Frankford Arsenal (located outside of Philadelphia), played an
important role in the industrial development of the regions in which they were
located.

Traditionally the manufacture of rifles and pistols involved a number of separate

2. In this section I draw substantially on Smith (1977) and Ruttan (2001, pp. 426–428).
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specialized branches of labor: barrel making, lock forging, lock filing, brazing, stock-
ing, finishing, and assembly: “Despite the rudimentary division of labor involved
in the manufacturing process each gun remained a handicraft product” (Smith
1977, p. 79). When Roswell Lee was appointed superintendent at Springfield in
1815, he initiated a series of technical and managerial innovations designed to make
the Springfield Armory one of the most advanced manufacturing establishments
in the United States. At the time he assumed the position of superintendent, the
occupational specialties had risen from 5 to 34. They rose to 68 in 1820, and to
over 100 in 1825. The division of labor at the Harpers Ferry Armory lagged behind
that at Springfield, reaching 64 occupational specializations in 1825. Except for
brief intervals, a combination of inept, and sometimes corrupt, management
and resistance to division of labor by the skilled armorers delayed the transition
to more complete mechanization of operations at Harpers Ferry (Smith 1977,
pp. 79–83).3

One of the most remarkable pieces of equipment introduced at the Springfield
Armory was a lathe for producing gunstocks, invented by Thomas Blanchard. The
invention involved the difficult task of designing a machine that could turn out
irregular forms. Superintendent Lee arranged for Blanchard to become an “inside
contractor.” The terms of the contract called for the armory to furnish “shop space,
water privileges, raw materials, and general use of tools and machinery of the ar-
mory.” Moreover, “Blanchard agreed to provide his patented machinery royalty
free and to hire his own workmen” (Smith 1977, p. 135). He was paid thirty-five
cents each for the musket stocks he produced. The lathe and other machines that
Blanchard invented eliminated the need for skilled labor in one of the major di-
visions of gun production.

As early as 1811 John H. Hall, then a proprietor of a woodworking establish-
ment in Portland, Maine, had developed a prototype of a breech-loading rifle. His
attempts to patent the gun were not resolved until he agreed to share patent rights
with the commissioner of patents, who himself attempted to claim prior invention.
Through the intervention of influential political friends from Maine and the Navy,
Hall was able to bring his invention, now substantially improved, to the attention
of the War Department. Between 1813 and 1819 he received several small orders
for his breech-loaded rifles. A test by the Artillery School concluded that Hall’s

3. “While the arms manufactured at Harpers Ferry compared favorably in quality to those
made by private contractors, the weapons produced at Springfield were generally preferred by
military authorities. It was generally acknowledged that the Potomac armory excelled at making
highly finished pattern and presentation pieces, but could not equal Springfield’s record for con-
sistently producing a sound, reliable and—after 1815—a more uniform product” (Smith 1977,
p. 101).
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guns were “superior to every other kind of small arm now in use.” And “the rifle’s
parts could be mutually exchanged with another thus greatly simplifying the task
of making field repairs” (Smith 1977, pp. 201–202). A second military commission
found that the machinery developed by Hall to produce his gun was “unparalleled
in contemporary practice” (Smith 1977, p. 206).4

In 1819 Secretary of War John C. Calhoun arranged to have Hall appointed
assistant armorer with responsibilities to undertake the manufacturer of breech-
loading rifles at Harpers Ferry. He was to be paid $60 a month and a royalty for
use of his machines of $1.00 for each rifle produced. In 1820 he was placed in
charge of a separate rifle works at the Harpers Ferry Armory, which enabled him
to pursue his machinery development and rifle production with less interference
from the armory management.5

In spite of the greater sophistication of the production system at the Springfield
Armory, guns with functionally interdependent parts were first produced in sub-
stantial quantity by Hall at Harpers Ferry. On December 30, 1822, Hall, writing
from Harpers Ferry, informed Secretary Calhoun as follows: “I have succeeded in
establishing a method of fabricating arms exactly alike & with economy, by the
hands of common workmen & in such a manner as to insure perfect observance
of any established model” (quoted in Smith 1977, p. 199).

Hall expected that he would have responsibility for producing rifles for both
the federal military and the state militias. However, a legal technicality inserted
in appropriation legislation by the Congress required that arms for the state militias
be produced by private contractors. Confronted with this problem, the U.S. War

4. The role of Eli Whitney in the development of interchangeable parts has been the source
of considerable confusion among economic historians. In his classic work A History of Mechanical
Inventions, Abbott Payson Usher credits Whitney’s Connecticut factory with assembling muskets
from interchangeable parts shortly after 1800 (1954, pp. 378–380). Subsequent research indicates
that Whitney did enter into an agreement with the War Department in 1798 to produce 10,000
muskets by September 30, 1800. Whitney was, however, so heavily involved in litigation over
the patent rights on his cotton ginning machine that he neglected to give adequate attention to
his gun manufacturing enterprise. The final batch of muskets produced under the contract were
not delivered until January 30, 1809. At that time Whitney’s factory did not yet have the capac-
ity to produce interchangeable parts for the rifles that he manufactured (Woodbury 1958; Batti-
son 1966).

5. Hall not only developed many of the machines used in the Rifle Works but also the tools
with which they were made. Because up to half of the workmen at the Rifle Shop were in-
volved in development, the cost of rifles produced by Hall at Harpers Ferry was slightly higher
than at Springfield. Colonel George Bedford, Chief of Ordnance (1821–1842) in the War De-
partment and a strong supporter of Hall’s work, was forced to continuously defend Hall’s work
to the management of the armory, within the War Department, and to the Congress. Bedford
considered the Rifle Works an experimental venture but felt compelled to justify the high costs
of the rifles produced at Harpers Ferry to the Congress on the basis of the potential savings that
would accrue from the adoption of fully mechanized techniques (Smith 1977, pp. 220–228).
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Department arranged for Hall to make his technology available to Simon North,
an innovative arms maker of Middletown, Connecticut. After some hesitation Hall
agreed to provide the necessary technical assistance, and North received a contract
with the U.S. Ordnance Department in 1828.6

By 1834 North was able to produce rifle components that could be exchanged
with rifles made at Harpers Ferry: “For the first time fully interchangeable weapons
were being made at two widely separated arms factories” (Smith 1977, p. 212).
The system of gun production developed by Hall also influenced arms making at
the Springfield Armory. It diffused rapidly to other Connecticut Valley arms man-
ufacturers and elsewhere as employees of the Harpers Ferry and Springfield ar-
mories transferred their employment and skills to other gun manufacturers (Smith
1991, pp. 241–250).7

In the early and mid-1850s a number of industrial commissions from Great
Britain and other European countries traveled to the United States to report on
the machine processes used in American manufacturing and to purchase tools and
equipment. During a visit to the Springfield Armory, one such committee selected
ten muskets, each made in a different year between 1844 and 1853, “which they
caused to be taken to pieces in their presence, and the parts placed in a row of
boxes, mixed up together.” They asked the “workman, whose duty it is to ‘assem-
ble’ the arms to put them together, which he did—the committee handing him
the parts taken at hazard—with the use of a turnscrew only, and as quickly as
though they had been English muskets, whose parts had been kept separated”
(Rosenberg 1972, p. 91).

Diffusion of the Armory System

As transportation and communication improved and as cheap coal became widely
available during the second half of the nineteenth century, “armory practice” slowly

6. Hall was forced to restrict his active management of the Rifle Works beginning in 1837
because of a chronic illness (probably tuberculosis). He died on February 26, 1841, at the age of
sixty. His wife was particularly bitter about what she considered the unfair treatment of her
husband by the War Department and the management of the Harpers Ferry Armory. After his
death she wrote to Colonel George Talbot at the Ordnance Department: “No one but myself
can imagine his days of toil and nights of anxiety while inventing and perfecting his machinery.
Had he in 1820 listened to the proposals of foreign governments, he might now be enjoying
health and prosperity, yet he refused all because he thought by doing so he should benefit his
own government” (cited in Smith 1977, p. 218).

7. The “full armory system” was adopted more slowly and less completely in the production
of arms for commercial purposes (Howard 1978). For discussion of the role of the Springfield
and Harpers Ferry armories in the development of the American machine tool industry, see Ro-
senberg (1963).
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diffused to other branches of manufacturing, usually by the movement of skilled
machinists from the New England arms factories to other industries and regions.
Assembly of standardized parts became common not only in the manufacturing
of firearms, but also in the making of locks, watches, clocks, and sewing machines
and in other woodworking and metalworking industries (Hoke 1990; Smith 1991).

The sewing machine industry was the first to adopt armory practice. At the
Wheeler and Wilson Manufacturing Company (Bridgeport, Connecticut), the ar-
mory system was adapted in 1857 by former employees of the Springfield and Colt
armories to the production of sewing machines. The Singer Manufacturing Com-
pany did not make the transition to full armory practice until 1873, when it opened
a new factory at Elizabethport, New Jersey.

The evolution of the American system was closely associated with the emer-
gence of the machine tool industry (Rosenberg 1963). In 1820 there was no sep-
arate identifiable machinery-producing sector. Machinery-producing establishments
made their first appearance as adjuncts to factories specializing in the production
of final products, especially textiles and firearms. As the capacity of such shops
expanded, they began to sell machines, first to other firms in their own industry
and then to firms in other industries. With the continued growth in demand for
an increasing array of specialized machines, machine tool production emerged by
the early 1850s as a separate industry. It played a critical role in the diffusion of
machine technology in metalworking industries (Smith 1977, p. 325).

Steady improvements in machine speeds, power transmission, lubrication, gear-
ing mechanisms, precision metal cutting, and many other dimensions of perfor-
mance were applied in one industrial setting after another. Industries such as tex-
tiles, arms, sewing machines, farm machinery, locks, clocks, boots and shoes, and
locomotives were unrelated in terms of form of final product, yet very closely
related from a technical perspective. Because the specialized machine tool industry
dealt with processes common to a number of industries, it became a source of
rapid diffusion of machine technology across the whole range of metal-using in-
dustries (Nelson and Wright 1992).

The question of why American machine technology had come to occupy an
increasingly dominant position by the end of the nineteenth century has been in-
tensely debated by economic historians. Ames and Rosenberg (1968) suggest an
induced technical change interpretation. At least part of the explanation lies in
relative factor prices—particularly the prices of raw materials (wood and metal)
and the wages of highly skilled workers compared to less skilled workers. Ames
and Rosenberg also emphasize demand-side factors, such as a relatively stable
American arms procurement policy and differences in nonmilitary demand, for
example, for inexpensive utilitarian firearms in the United States, as opposed to
fine sporting arms in Britain.
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During the third quarter of the nineteenth century, the American system,
broadly defined as the mass production of precision metal components by a se-
quence of specialized machines, was adapted to an ever-widening range of prod-
ucts. The development of this new machine technology depended on a high order
of mechanical skill, as well as ingenuity in conception and design. Increasingly, the
advances were the product of a specialized machine tool industry; they were not
the product of institutionalized research and development, nor did they draw in
any substantial way on recent advances in scientific knowledge.8 The advances in
machine making and machine using, identified as the American system, set the
stage for the emergence of mass production.

Mass Production

By the end of the nineteenth century, a number of American industries had
achieved high-volume production—what later came to be termed mass production.
Mass production was made possible by advances in machine technology. Mass mar-
keting was made possible by the development of national rail and telegraph net-
works and a large domestic market. These industries included new branded and
packaged products (cigarettes, canned goods, flour and grain products, beer, dairy
products, soaps, and drugs), light machinery (sewing machines, typewriters, cam-
eras, and electrical equipment), and standardized industrial machinery. Although
these products were initially developed for the domestic economy, many—in-
cluding industrial machinery, farm equipment, and other engineering and producer
goods—came to dominate international markets (Chandler 1977, pp. 240–296).9

These turn-of-the-century achievements have been attributed to the confluence
of two technological streams: (1) the continuing advance of mechanical and metal-
working skills, and their application to high-volume production of standardized
commodities; and (2) the exploration, development, and use of the nation’s mineral
resource base (Nelson and Wright 1992, p. 1938). Mineral discovery, mineral ex-
traction, and advances in metallurgy drew from, stimulated, and induced some of

8. The period beginning in 1859 was one of remarkable scientific progress. “If one had to
choose any fifteen-year period in history on the basis of density of scientific breakthroughs that
took place, it would be difficult to find one that exceeded 1859–74” (Mowery and Rosenberg
1989, p. 22). But these advances in science were only loosely related to with advances in tech-
nology. “Relatively little of the American performance during this era was based on science, or
even on advanced technical education. American technology was practical, shop floor oriented,
and built on experience” (Nelson and Wright 1992, p. 1938).

9. In this section I draw substantially on Hounshell (1984, pp. 189–302).
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the most advanced engineering developments of the time.10 The often noted com-
plementarity between capital and natural resources in that era was not merely an
exogenous technical relationship, but was also induced by a combination of natural
resource abundance and rising industrial wages (Cain and Patterson 1981). This
meant that, although American products were often competitive on world markets,
the technology employed in their production was often inappropriate to economies
with different resource endowment, or to economies in which a mass market had
not yet developed (Ruttan 2001, pp. 15–60).

Bicycle Manufacture

The American system of mass production emerged in its most highly developed
form at the Ford Motor Company in the first decade of the twentieth century.
Early bicycle production, however, represented a transitional technology between
the American system that emerged out of New England armory practice and the
era of mass production.11 The bicycle industry was responsible for a number of
important technical innovations that set the stage for the automobile industry,
including the use of ball bearings and pneumatic tires. The most important in-
novation, however, was the adoption and development of sheet steel stampings to
replace drop forging and machining. In New England armory practice, drop forging
and machining were the principal processes used in metal fabrication. Western
Wheel Works broke from this tradition by adopting stamping technology to pro-
duce frame joints previously imported from Germany. The metal stamping equip-
ment developed by Western Wheel toolmakers enabled it to extend the stamping
technology to almost every part of the cycle and to reduce machining to a bare
minimum.

The contributions of the bicycle industry to the automobile industry were not

10. The development of the mineral industries represented an example of the contribution of
public support for science and technology in the United States. The U.S. Geological Survey un-
der the leadership of Major John Wesley Powell was the most ambitious and successful govern-
ment science agency of the nineteenth century. Under Powell’s leadership the United States
achieved world leadership in the training of mining engineers and in mining practice (Nelson and
Wright 1992, p. 1938).

11. The manufacture of bicycles in the United States began in 1878 when Albert A. Pope, a
Boston merchant who had been importing English high-wheel cycles, contracted with the Weed
Sewing Machine Company of Hartford, Connecticut, to manufacture an American version. By
the time the safety bicycle was introduced from England in 1887, Pope and several smaller firms
had produced in the neighborhood of 250,000 high wheelers. Introduction of the safety bicycle
set off a new wave of enthusiasm for the bicycle that reached its peak in the mid-1890s when
the industry produced 1.2 million machines. In 1896, production by the Pope firm was exceeded
by Western Wheel Works of Chicago (Hounshell 1984, pp. 189–215).
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only technical. The bicycle revealed a latent demand on the part of the American
public for an effective means of personal transport. It remained for the automobile
industry, however, to resolve the problem of assembly that would make possible
low-cost mass production of a means of personal transportation.12

The stage had also been set for the automobile industry by the remarkable
growth of the U.S. economy in the latter half of the nineteenth century. Rapid
growth continued through the first three decades of the twentieth century. From
1903, the year in which the Ford Motor Company was organized, to 1926, when
the last Model T rolled off the Ford assembly line, net national product grew at
a rate of over 7 percent per year—comparable to the rates achieved by the East
Asian “miracle countries” from the 1960s into the 1990s. It was this growth in
consumer income, combined with the large decline in the real price of the au-
tomobile, that made the rapid growth in automobile ownership possible (Hughes
1986, p. 285).

The Model T Idea

Mass production at the Ford Motor Company was a product of Ford’s commitment
to simplicity in design and efficiency in manufacturing. The transition from pro-
duction in a poorly equipped job shop to mass production was accomplished by
substantial experimentation. Ford himself was a classic mechanic. He had re-
markable insight into how machines worked and could be made to work better.
He brought together a talented team of young engineers and executives, and en-
couraged experimentation with fresh ideas for gauging, fixture design, machine tool
design, factory layout, quality control, and material handling. Ford production en-
gineers tested and adapted what they found useful from New England armory
practice, particularly interchangeable parts, and from Western practice, such as
pressed steel parts, and added a continuous stream of their own innovations. A
first step toward mass production began with eliminating static assembly by rear-
ranging machine tools according to the sequence of manufacturing operations
rather than by type of machine.13 A second was the construction of a new factory

12. “The question of who built the first automobile is still a matter of dispute, but the Ger-
mans Karl Benz and Gottlieb Daimler were probably the first, with their gasoline-powered vehi-
cle of 1885. Later Armand Peugeot built a workable car in France, and by the 1890’s the Euro-
pean auto industry had begun. In the United States, the auto industry dates from September 21,
1893, when the brothers Duryea of Springfield, Massachusetts, who were bicycle mechanics . . .
built a carriage driven by a one-cylinder motor. By 1899 about thirty American companies built
some 2,500 automobiles for sale” (McCraw 1996, pp. 6–7).

13. Rearrangement of machine tools on the shop floor became possible when tools driven by
shafts and belts were replaced by tools driven by electric motors (Devine 1983).
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at Highland Park in Michigan, which was designed to facilitate the handling of
materials (Biggs 1995).

When Ford made the decision in 1909 to move to Highland Park, he also made
a decision that the Ford Motor Company would produce only the Model T with
identical chassis for its several variants—runabout, touring car, town car, and de-
livery car. Workers distributed the necessary parts to each workstation and timed
their delivery so that they reached the station just before they were needed. As-
sembly teams moved from station to station to perform specialized tasks. The first
Ford assembly lines for components, such as the magneto coil, were installed in
1913. Within a year virtually every assembly operation at Ford had been put on
a moving line basis. By April 1914 the time required per assembly had been re-
duced to just 1.5 man-hours. The Model T that came off the Ford assembly line
represented the ultimate standardized machine. It was small, light, and strong, and
contained a minimum of working parts.

In a retrospective article in the Encyclopaedia Britannica, Henry Ford (1926,
pp. 821–823) articulated the principles of “mass production.” To Ford (or his ghost-
writer) “mass production” was the method by which “great quantities of a single
standardized commodity are manufactured”: “Mass production is not merely quan-
tity production for this may be had with none of the requisites of mass production.
Nor is it merely machine production, which may also exist without any resem-
blance to mass production” (Ford 1926, p. 821). According to Ford, the essential
principles were (1) the orderly progression of the commodity through the shop,
(2) the delivery of parts to the worker, and (3) an analysis of operations into their
constituent parts. “Every part must be produced to fit at once into the design for
which it is made,” he continued. “In mass production there are no fitters” (Ford
1926, p. 822). It is doubtful that the machine tool industry could have met the
standard that Ford articulated before 1913 (Hounshell 1984, p. 233).

Perspective

The system of production that the British Commission observed at the Springfield
Armory was, as already noted, quite limited before 1840. Initially, only the Army
was in a position to subsidize the high cost of moving materials to remote man-
ufacturing locations such as Springfield and Harpers Ferry and to transport large
numbers of finished guns to even more remote locations on the western frontier.
And only the U.S. War Department could provide the large arms contracts that
enabled private manufacturers such as North, Whitney, and Colt to make the large
investments necessary to build and equip factories with the machinery to produce
the interchangeable parts for gun production.
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In his review of the history of the Frankford Arsenal, James J. Farley concludes
as follows: “In the first half of the nineteenth century the Ordnance Department,
rather than private industry, directed the evolution of the American System of
manufacture. It pioneered both uniformity and interchangeability” (1994, p. 48).
The emergence of an independent machine tool industry in the United States
around the middle of the nineteenth century and of mass production in the first
decades of the twentieth were the direct consequences of the investment by the
U.S. War Department during the first half of the nineteenth century in the in-
vention of armaments, in the development of machines, and in machine methods
of manufacturing.
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Military and Commercial Aircraft

The U.S. government employed three principal instruments to support the de-
velopment of a commercial aviation industry: large airmail subsidies, procurement
of military aircraft, and support for aeronautics research and development. These
efforts were exceptionally successful. Between the late 1920s and the mid-1960s,
productivity growth in the air transport industry ran upward of 8 percent per
year—more rapid than in any other industry during that period (Mowery and Ro-
senberg 1982a; Mowery and Rosenberg 1982b; Mowery and Rosenberg 1989).1

The aircraft industry was exceptional among manufacturing industries in that
a government research organization, the National Advisory Committee for Aero-
nautics (NACA), was established to support research and technology development
(R&D) for the industry (Mowery and Rosenberg 1982b, p. 170). NACA was es-
tablished in 1915 as an independent agency. Its governance structure included rep-
resentatives from the several military services and the scientific and engineering
communities. NACA adopted the public armory or experiment station model in
the development of its aeronautics R&D program (see chapter 2). It was not until
NACA was absorbed by the National Aeronautics and Space Administration
(NASA) in 1958 that a transition to the private contractor model for public support
of aeronautics R&D was initiated.

My primary objective in this chapter is to trace the role of military and defense-
related R&D institutions, including NACA and NASA, in supporting technology
development and the emergence of a military and commercial aircraft industry

1. In this chapter I draw substantially on Mowery and Rosenberg (1982a, 1982b, 1989), Ro-
land (1985), and Anderson (2002). For a more technical discussion of NACA research, see Gray
(1948). For very useful histories of the development of aircraft and the aircraft industry, see
Miller and Sawers (1968) and Crouch (2003).



34 IS WAR NECESSARY FOR ECONOMIC GROWTH?

in the United States. A secondary theme is the troubled relationship between sci-
entific research and technology development in the federal programs designed to
support the development of the aircraft industry.

Struts, Wires, and Glue

The first successful sustained flight of a heavier-than-air self-powered flying ma-
chine was achieved by brothers Orville and Wilbur Wright at Kitty Hawk, North
Carolina, on December 17, 1903. The Wright brothers did not invent the airplane;
they invented the first successful airplane. The initial flight lasted 12 seconds and
landed 120 feet from where it started. By 1905 an improved Wright machine had
stayed in the air 38 minutes and traveled 24 miles (Anderson 2002, pp. 1–4). In
1908 the Wright brothers spent a triumphal summer in France, during which they
made several flights lasting more than 2 hours (Crouch 2003, pp. 103–106). In
1908 the U.S. Army Signal Corps purchased its first airplane from the Wright
brothers (Crouch 2003, p. 636).2

During the nineteenth century, academic researchers made substantial advances
in the understanding of fluid dynamics (Anderson 2002, pp. 42–45). Important
contributions were made to aerodynamic theory in the late 1890s and early 1900s
by a number of European mathematicians, scientists, and engineers, including Wil-
helm Kutta (Germany), Nikolai Joukowski (Russia), Fredrick Lancaster (England),
and Ludwig Prandtl (Germany). In the early 1900s Prandtl, drawing on his earlier
work on the flow of liquids, articulated the circulation theory of lift. His boundary
layer hypothesis is regarded as the most fundamental concept in aerodynamic the-
ory. Prandtl’s theoretical work and his research facilities, including laboratories and
a wind tunnel, established Gottingen University as the world leader of aerodynamic
research (Rosenberg 2001; Anderson 2002, pp. 239–234; Crouch 2003, pp. 124–
125).

There had also been substantial effort by craftsmen and engineers to understand
the fundamental laws of flight and to build successful flying machines (Anderson
2002, pp. 27–79). But, as in many other areas, there was relatively little cross-
fertilization between advances in scientific knowledge and engineering and me-
chanical practice. The knowledge employed by the Wright brothers and other early

2. “In response to a request from the Ordinance Board of the United States War Department
on May 31, 1907, the Wrights submitted a formal offer to sell one of their flying machines for
$100,000. The War Department did not accept this proposal. Later that year, however, the
United States Signal Corps advertised for competitive bids on an airplane and accepted that of
the Wrights . . . for $25,000” (Simonson 1960, pp. 361–362).
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aircraft designers drew almost entirely on craft and engineering knowledge and
practice. The technology of early flight owed “practically nothing to the relatively
mature state of the science of fluid dynamics” (Anderson 2002, p. 45). Significant
advances in aircraft design and performance continued to be made by flight en-
thusiasts, mechanics, and engineers during the decade after the Wright brothers’
first flight. Until after World War I, most of the advances in aircraft design after
the Wright brothers’ demonstrations in France in 1908 were made in Europe.

Growth of the aircraft industry itself was largely demand induced by military
procurement during World War I. In Germany and France, and to a lesser extent
in Great Britain, Russia, and Italy, military procurement began to expand in an-
ticipation of World War I. In the United States rapid growth was delayed until
after the United States entered the war in April 1917. At that time the Curtis
“flying boat” was the only product of the U.S. aircraft industry that European
governments judged suitable for military service. Curtis began producing its flying
boat for the U.S. Navy in 1912 and was already exporting its machines to European
countries before the United States entered the war.

When the United States entered World War I, the Allied powers urged the
United States to dramatically increase its aircraft production. In 1916 the U.S.
industry had produced only 411 airplanes. “The joint Army-Navy Technical Air-
craft Board established quotas of 8,075 training aircraft; 12,000 frontline pursuit,
bombing and observation aircraft; and 41,000 engines” (Crouch 2003, p. 188). An
Aircraft Production Board was established and assigned responsibility for organizing
production and distributing contracts. It bought land and built factories for its
contractors, hired workers, subcontracted parts production, and supervised pro-
duction.3

The European allies advised the United States to produce proven European
aircraft types rather than develop untried American designs. In the case of aircraft
engines, however, a decision was made to use the recently developed 410-
horsepower Liberty 12-A engine for the largest planes. In spite of technical dif-
ficulties and accusations of corruption, the U.S. aircraft industry, then composed
of approximately three hundred firms and employing some 175,000 workers, “pro-
duced 12,894 aircraft and 41,983 engines between April 1917 and November
1918” (Crouch 2003, p. 192).

By the end of the war, the military airplane had evolved into an increasingly

3. During World War I the Navy operated a Naval Aircraft Factory located in Philadelphia.
The factory built a number of “flying boats” during the last year of the war. After the war the
factory became embroiled in controversy about aircraft production by the Navy during the pe-
riod of postwar depressed demand. An attempt was made to deflect criticism by converting the
factory to aeronautical research devoted to the special problems of naval aircraft (Trimble 1986).
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effective flying machine. It achieved its greater speed and improved perfor-
mance primarily because of the brute force of its increasingly more powerful en-
gines.4 It did not, however, incorporate any dramatic revolutionary breakthroughs
in design. The aircraft employed by both the German and Allied armies in World
War I were evolutionary descendants of the first generation of Wright Flyers: “For
the most part they were ‘souped up’ Wright Flyers” (Anderson 2002, p. 152).

The one revolutionary aircraft introduced during World War I was the all-metal
Junkers J-1 developed by Hugo Junkers. It was a monoplane and had no external
struts or wires. Its first flight took place on December 11, 1915. “It was designed,
built, and flown in an era when every other airplane was vegetable airplane—made
from wood, fabric and glue” (Anderson 2002, p. 171). The J-1 was followed by
the all-metal Junkers J-13 commercial transport in 1919. But it was not until the
introduction of the Ford Trimotor in the mid-1920s that all-metal aircraft began
to find a secure place in the airline industry.

The momentum that had developed in the U.S. aircraft industry during World
War I was quickly dissipated in the years immediately after the war. Aircraft pro-
duction in the United States declined from 14,020 (13,991 military) in 1918, to
328 (256 military) in 1920 (U.S. Bureau of the Census 1960, table Q345–351).
Only intervention by the Army and the Post Office to develop a national postal
airmail service prevented the industry from complete collapse (box 3.1). It was
not until 1926 when the Congress passed the Navy Five Year Program and the
Army Five Year Procurement Programs that substantial recovery from the post–
World War I aircraft market depression was assured.

The NACA Era

Well before the beginning of World War I, there was substantial concern within
the aviation community that the United States was lagging behind Germany,
France, the United Kingdom, and Russia in institutionalizing aircraft R&D capacity.
During the late nineteenth century, a number of European war ministries had
created aeronautical research, development, and design facilities (Crouch 2003,
p. 135). During the years 1908 to 1913, the United States ranked fourteenth, just
below Brazil and above Denmark, in government expenditures on aircraft devel-
opment (table 3.1).

4. The German Albatros DVa and the French SPAD XIII fighter planes were examples of
the best military design as of 1917. The 1903 Wright Flyer had a 12-horsepower engine and a
speed of 30 miles per hour. The Albatros DVa had a 180-horsepower Mercedes engine and a
top speed of 116 miles per hour. The SPAD XIII had a 200-horsepower Hispano-Suiza engine
and a top speed of 120 miles per hour (Anderson 2002, pp. 131–132).



Box 3.1. Postal Subsidies for Airline Development

For almost two decades the Post Office Department played an active role in
airline and aircraft development. In 1918, using aircraft and pilots borrowed
from the Army, the Post Office opened airmail service between New York and
Washington, DC.

A successful public postal air service was first established among major cit-
ies along the East Coast, with surplus World War I airplanes and modified de
Havilland bombers (DH-4) powered by Liberty engines. By September 1930
the last link in a transcontinental airmail service had been established. By 1925
installation of rotating beacons at airports across the country made night flight
feasible (Von der Linden 1991, pp. 5–6; Von der Linden 2002, pp. 1–34).

In the mid-1920s Congress passed several pieces of legislation that changed
the structure of the airmail system. The Contract Mail Act (the Kelly Act) of
1925 was designed to replace the Post Office in the transport of mail with
contract carriers. Routes were to be awarded by competitive bidding. The Air
Commerce Act of 1926 was an organic act that consolidated previous legisla-
tion governing air carrier operations. In addition, it authorized the U.S. Com-
merce Department to designate national airways, license pilots and aircraft, in-
vestigate accidents, and promote research and development of aerial navigation
aids. A 1926 amendment to the Kelly Act authorized payment based on
weight for contract postal air services. The effect of this legislation was to in-
duce the formation of numerous potential carriers hoping to take advantage of
profitable mail contracts (Von der Linden 1991, pp. 6–8). These legislative acts
were implicitly designed to subsidize the development of airlines. By 1927 all
airmail was handled by contract carriers (Holley 1964, p. 12).

In 1930 the Kelly Act was again amended, by the McNary-Watres Act, to
change the formula by which airlines were compensated for transporting airmail.
It replaced the compensation-by-weight formula with a payment by available
volume. A price of $1.25 per cubic feet per mile would be paid to contractors
“regardless of whether the space in the aircraft was filled” (Von der Linden 1991,
p. 21). This change in payment schedule encouraged airlines to squeeze a few
passengers into the unused space. It also encouraged aircraft manufacturers to
develop and place larger aircraft in the airmail service, including the Ford Tri-
motor, the Curtis Condor, and the Douglas DC-2 (Holley 1964, pp. 14–15).

Herbert Hoover’s new Postmaster General, Walter Folger Brown, moved
rapidly to take advantage of the authority granted to him under the McNary-
Watres Act to attempt to rationalize the rapidly growing airline industry.
Brown used his power to grant contracts to force the merger of smaller airlines
into larger national or regional carriers such as United and Transcontinental
and Western (TWA; Von der Linden 1991, p. 20; Von der Linden 2002,
pp. 85–105). These steps were taken with the conscious effort to develop a so-
phisticated passenger aircraft industry in support of a national air transport

(continued )
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Box 3.1. (continued)

system. By 1933 four major airlines (American, TWA, Eastern, and United)
linked the major U.S. cities. This airline structure remained dominant until
well into the post–World War II era.

In February 1934 President Franklin D. Roosevelt, troubled by the appear-
ance of corruption in the awarding of airmail contracts and the size of the sub-
sidies involved, issued an executive order canceling the all airmail contracts and
transferring operations to the U.S. Army. “When the Army attempted to fly
the mail on short notice, lacking adequate equipment and training for the task,
they were beset with disaster. After a week of midwinter flying and almost
daily crashes, the sum of catastrophes stood at five pilots dead and six injured”
(Holley 1964, p. 15).

Soon afterward the president rescinded his order and began negotiation to
return the mails to private carriers. Congress passed two airmail acts in 1934
that abandoned the subsidies implicit in previous airmail legislation and re-
turned to an emphasis on low bids. Legislation prohibiting the holding compa-
nies that had been organized in the 1920s to consolidate airlines, aircraft man-
ufacture, and engine production under single management were barred from
bidding on airmail contracts. The effect was to bring about dissolution of the
trusts (Von der Linden 2002).

Sources: Holley (1964, pp. 11–20); Von der Linden (1991, pp. 5–9); Von der Linden (2002).

The Aeronautical Society initiated efforts in 1911 to obtain political support
for the establishment of a national aeronautical research laboratory to be admin-
istered by the Smithsonian Institution and located at the National Bureau of Stan-
dards. It was not until 1915, however, that concern about the imminence of U.S.
participation in World War I precipitated sufficient convergence of scientific, mil-
itary, commercial, and political interests to mobilize a successful effort to pass
legislation, as part of a naval appropriation bill, to establish an National Advisory
Committee for Aeronautics—later the National Committee on Aeronautics
(NACA; Roland 1985, vol. 1, pp. 1–25).5

5. The organic legislation that established NACA specified a 14-member governing committee
consisting of 7 government representatives—2 each from the War and Navy Departments and
one each from the Weather Bureau, the Bureau of Standards, and the Smithsonian Institution—
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Table 3.1. Estimated Government
Expenditures on Aviation, 1908–1913

Country
Expenditures

(in 1913 U.S. Dollars)a

Germany $28,000,000
France $22,000,000
Russia $12,000,000
Italy $8,000,000
Austria $5,000,000
England $3,000,000
Belgium $3,000,000
Japan $1,500,000
Chile $700,000
Greece $660,000
Bulgaria $600,000
Spain $550,000
Brazil $500,000
United States $435,000
Denmark $300,000

Source: Crouch (2003, pp. 134–135).

a In addition to official appropriations, several leading
aeronautical powers also established public subscriptions
that provided additional support to their aeronautical in-
dustries: Germany, $3,500,000; France, $2,500,000; Italy,
$1,000,000; and Russia, $100,000.

Policy Advice

During World War I, NACA served primarily as an advisory and consultative
board. Its initial effort was the sponsorship of a national survey of aeronautical
research and development in universities and in the aircraft industry. The National
Research Council (NRC) was, however, the primary instrument employed by the
military in sponsoring aeronautics research and development directly relevant to
the war effort during World War I. NACA did play a constructive role in resolving

and no more than 7 private members. Members were appointed by the president and served
without compensation. The chairman would be elected by the members. At the first meeting of
the committee on April 23, 1915, it was agreed that a 7-member subcommittee of the main
committee, designated the Executive Committee, should be in charge of administrative matters.
At the first meeting Charles D. Walcott, secretary of the Smithsonian Institution, was elected
chairman (in absentia).
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disputes over patent rights between the Wright and Curtis interests and over air-
craft engine design, disputes that threatened to halt aircraft production.6 It was
also able to obtain congressional approval for its efforts to initiate development of
research facilities near the mouth of the Black River near Hampton, Virginia.7

During the early 1920s, NACA became involved in a series of policy disputes
over the organization and management of civil and military aviation by the federal
government. These issues were resolved by the Air Commerce Act of 1926, which
rejected the establishment of a unified military air force, established a Bureau of
Aeronautics in the U.S. Department of Commerce, and authorized the secretary
of commerce to encourage and regulate civil and commercial aviation. With the
passage of the 1926 act, NACA backed away from the policy role implied by its
original authorization, in order to focus on “the scientific study of flight with a
view to their practical solution” (Roland 1985, vol. 1, pp. 51–71).

Wings and Propellers

From the end of World War I until well into the 1920s, NACA was confronted
with the development of research facilities and staff at the then relatively isolated
Langley Field, and with an uncooperative Army Air Service administration.

During its first decade the two most significant contributions of the NACA
research program to aeronautical knowledge and technology development involved
the analysis of propeller design and the construction and use of advanced wind
tunnels. The initial propeller design analysis and tests were carried out under con-
tract with William F. Durand, professor of mechanical engineering at Stanford
University. Durand and his associate, Everett P. Lesley, focused their efforts on
the effects of propeller design on propulsion efficiency. Initial tests, using data
generated from the operation of a small wind tunnel that Durand and Lesley con-
structed on the Stanford campus, involved the performance of variations in stan-
dard propeller blade forms. As their research proceeded, they employed the
method of parameter variation to test the full range of potential propeller designs.8

6. The Wright patent suits were resolved in spring 1917 by the creation of a government-
approved patent pool, the Manufacturers Aircraft Association. In April 1917 the Aircraft Pro-
duction Board was created to establish priorities and arrange contracts for the production of air-
craft and engines (Crouch 2003, p. 191).

7. The location at what later became Langley Field involved a joint decision by the Army Air
Service and NACA. A major attraction for NACA was that the Army planned to establish an
aviation experiment station and proving ground at Langley Field. It was a major disappointment
to NACA when the Army decided instead to locate its experimental activities at McCook Field
near Dayton, Ohio (Roland 1985, vol. 1, p. 80).

8. The method of parameter variation involves “the procedure of repeatedly determining the
performance of some material process or device while systematically varying the parameters that
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The results of their work from 1916 to 1926 had little impact on propeller design
until the 1930s, when the engineering problem of changing propeller pitch in flight
was resolved, which made the variable pitch propeller technically feasible. The
data produced by the Durand-Lesley studies did, however, enable airplane de-
signers to improve their ability to match the design of the propeller with engine
and airframe design (Vincenti 1990, p. 158).

As the work by Durand and Lesley was being completed, NACA was involved
in the design and construction of a variable density wind tunnel at Langley Field,
under the direction of Max Munk, its brilliant but erratic chief scientist, who had
received his training with Prandtl at Gottingen. Munk’s work “provided a new and
illuminating way to think about airfoils and resulted in a basic shift in airfoil design”
(Roland 1985, vol. 1, p. 36). His state-of-the-art wind tunnel enabled NACA to
test airfoil design parameters by varying conditions to simulate those encountered
in flight. Munk also built a wind tunnel designed specifically for research on pro-
pellers, before he resigned as a result of a bitter personality clash with NACA
administration. Monk’s work on airfoils was the first NACA research to make a
major impact on aircraft design. By designing, modeling, and testing a whole series
of airfoils in which characteristics were slightly and systematically varied, NACA
was able to provide designers with wing section designs for every purpose (Roland
1985, vol. 1, pp. 92–96). In 1931 a full-scale wind tunnel was constructed that
was able to test the performance of an entire aircraft by simulating flight under
controlled conditions (Gorn 2001, p. 98).

The appointment of board member Joseph Ames of Johns Hopkins University
as NACA chairman in 1927 ushered in a period of rapid growth in the agency’s
facilities and staff. The success of its research program was followed by rapid
growth of NACA’s budget and staff, and diversification of its research portfolio,
including such esoteric areas as man-machine interaction in exploring the tradeoff
between stability and control in achieving improvements in flying qualities for pi-
lots (Vincenti 1990).9

From its beginning NACA had adopted a policy of being especially responsive
to requests for assistance from the military. Under the Ames chairmanship NACA
became even more responsive to concerns of both the military and civil aircraft

define the object of interest or its condition of operation” (Vincenti 1990, p. 139). For a discus-
sion of the development and role of parameter variation in advancing engineering knowledge see
Vincenti (1990, pp. 159–169).

9. The Air Force also conducted an in-house research program. The variable-pitch propeller
was developed by Frank Caldwell, chief engineer of the propeller department at the Army Air
Force aeronautical research and development center at McCook Field. The variable-pitch propel-
ler allowed the propeller pitch to be changed from the cockpit to achieve maximum efficiency.
Caldwell received the 1929 Collier award for development of the variable-pitch propeller (An-
derson 2002, pp. 253–280).
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industries. An important example was what came to be known as the NACA
Cowling. In the mid-1920s both the military services and industry representatives
urged NACA to investigate the design of air-cooled radial engine cowlings.10 Wind
tunnel tests were begun in July 1927, and by the end of the year designs and
blueprints were circulated to industry representatives. Roland (1985) notes, “The
60-percent reduction in drag and a 14-percent increase in speed predicted by the
NACA were demonstrated in February 1929 when a Lockheed Air Express
equipped with the NACA Cowling established a transcontinental speed record of
18 hours and 13 minutes” (vol. 1, p. 116). The aircraft industry quickly adopted
the NACA Cowling.

The research approach involved in the design of the NACA Cowling, like that
employed in efficient propeller design, involved extensive use of experimental pa-
rameter variation (Anderson 2002, p. 219). The development of the NACA Cowl-
ing had been entirely empirical. It was not until the late 1930s that Theodore
Theodorson, then head of the Langley Physical Research Division, presented a
scientific interpretation of the aerodynamic efficiency of the NACA Cowling at
the sixth annual meeting of the Institute of Aeronautical Sciences (Anderson 2002,
pp. 218–228).

In the early 1930s the NACA Langley Field facility was recognized as the leading
aeronautics research center in the world. By the mid-1930s, however, there was
growing concern in both the military and commercial aircraft industries that the
budget stringency under which NACA was being forced to operate was again re-
sulting in a substantial lag in the quality of its research compared to that in Europe,
particularly in Germany. These concerns led to a decision to establish a new re-
search center at Moffett Field, near Sunnyvale, California. The location was se-
lected to be near the West Coast airframe manufacturing industry. By 1940 a
decision had been made to develop a NACA aircraft engine research laboratory
near Cleveland, Ohio. The location was selected to be near the aircraft engine
manufacturing industry in the Midwest (Roland 1985, vol. 1, pp. 155–166). A third
new facility, the Dryden Flight Research Center, was established at Edwards, Cal-
ifornia, in 1944.11

10. In the mid-1920s “airplanes could be divided into two general categories on the basis of
the type of piston engine used—the liquid-cooled in line engine or the air-cooled radial engine.
Air-cooled radial engines had several advantages for aircraft design: lower weight per horsepower,
fewer moving parts and lower maintenance costs” (Anderson 2002, p. 218).

11. When NACA began to develop its research program, it initially elected to limit its effort
in aircraft engine research. The Bureau of Standards was already engaged in aircraft engine re-
search. It was not until 1940, when NACA decided to establish an engine research laboratory
near Cleveland, that it committed itself to a major aircraft engine research program. Its research
program was initially directed to improvement in the performance of piston airplane engines
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Most of the advances in design and performance that resulted from the NACA
program before World War II were “dual use”—applicable to both military and
commercial aircraft. Military support for new aircraft development also became a
source of technical skills, knowledge, and innovation directly relevant to the man-
ufacture of commercial aircraft (Hunsaker 1952; Mowery and Rosenberg 1982b;
Gorn 2001). The technical advances based on NACA research were achieved at
a remarkably low cost. The “total appropriations for NACA research between 1915
and 1940 approximated $25 million” (Mowery and Rosenberg 1982b, p. 170).

On the eve of World War II, the United States was building the world’s best
commercial airliners and had developed the world’s largest commercial airline sys-
tem (Constant 1980, p. 151). The Douglas DC-3 became the most successful com-
mercial airplane of its time. It was also the most technologically advanced.12 When
the DC-3 production line was shut down at the end of World War II, 10,926 had
been produced—10,123 for the military and 803 for commercial airlines. Surplus
military DC-3 planes were sold to commercial airlines. The DC-3 remained a work-
horse for commercial airlines around the world until well into the 1960s (Anderson
2002, pp. 195–201).

The aircraft (and airline) industries were, however, much less successful in at-
tempts to achieve a stable economic structure than in realizing a mature tech-
nology. Many of the numerous firms in the industry were initially established or
financed by wealthy hobbyists, designers, and entrepreneurs “whose enthusiasm for
aircraft defied rational business calculation” (Vander Meulen 1992, p. 57). Reve-
nues were highly variable because of dependence on unstable military demand
(Simonson 1960). The numerous independent firms were still not in position to
conduct substantial independent research in aeronautics and aircraft design.

Military and defense-related support clearly played a major role in the devel-
opment of the pre–World War II aircraft industry. Military considerations were a
primary motivation for the establishment of NACA and the support of NACA’s

(Roland 1985). For a history of the development of the aircraft piston engine, see Heron (1961).
Heron notes that the development of the piston engine was almost entirely empirical, “a product
of test bed running and the process of break, burn and melt” (1961, p. 115).

12. The DC-3, introduced in 1935, embodied no new revolutionary design features or new
technology. Each aspect of the design revolution, such as the NACA Cowling, wing flaps, re-
tractable landing gear and others, had been tested and demonstrated separately (Miller and Saw-
ers 1968, pp. 98–127). “But what was revolutionary about the DC-3 was that it contained in its
design, for the first time, all of the features of a mature propeller-driven airplane and that the
designers of the DC-3 combined all of these features in a synergistic fashion in one of the most
technologically successful airplanes in history” (Anderson 2002, p. 201). For more than thirty
years, commercial airliners got bigger, faster, more powerful, and able to fly longer distances, but
they remained evolutionary from the DC-3 (Miller and Sawers 1968, p. 37).
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R&D. Demand for military aircraft provided an important inducement for advances
in airplane design by the aircraft industry. It remains an open question whether
in the absence of military-related R&D and aircraft demand a mature propeller-
driven commercial aircraft, epitomized by the DC-3, would have become available
to the airline industry in the 1930s (Mowery 2004). The DC series of planes was
initially developed for commercial rather than military use. Their development was
financed by Douglas. But they incorporated technologies that had been developed
in the production of military aircraft and aircraft engines extending back to World
War I.

Jet Propulsion

The first three decades of the twentieth century experienced very substantial pro-
gress in aerodynamic theory. These advances, primarily European in origin, had
little impact, however, on aircraft design and performance: “The design revolution
that brought about the era of mature propeller-driven aircraft drew primarily on
empirical data, innovative thinking and hard experience” (Anderson 2002, p. 239).
On the other hand, the fact that airplanes were flying higher and faster was a
stimulus to academic researchers to investigate the physical laws that governed the
performance of airplanes. By the mid-1930s the annual industry conferences hosted
by NACA were beginning to reflect a narrowing of the gap between advances in
aerodynamic theory and design practice (Anderson 2002, pp. 239–245).13

These advances forced recognition, on the part of both the engineering and
scientific research communities, of the physical constraints on further development
of the piston-propeller system of aircraft propulsion.14 Further advances in drag
reduction, propeller efficiency, weight reduction, and high-altitude flight could be
expected to contribute only marginally to performance (Anderson 2002, pp. 276,
280). What had appeared, since the time of the Wright brothers, to be a “path-

13. See, for example, the discussion of NACA research on compressibility. NACA was
clearly the world’s leading research institution in the area of compressibility effects by the mid-
1930s (Anderson 2002, pp. 298–308).

14. In propeller-driven aircraft, air is pushed backward by the propeller, thus forcing the
plane forward. In jet engines, air gathered from the atmosphere is compressed, mixed with fuel
and burned, passed through a turbine, and exhausted in a powerful jet of hot gasses. The three
types of gas turbine propulsion systems are (1) the turboprop, which uses an internal combustion
gas turbine to drive a conventional propeller; (2) the turbojet, which uses an internal gas turbine
as a gas generator and a reaction propulsion nozzle as a thrust producer; and (3) the turbofan,
which has a turbojet at its core, but some of the power from the gas generator is used to turn a
large ducted fan that acts much like a propeller. By the late 1990s almost all commercial jet air-
planes and many military jets were powered by turbofan engines (Roland 1985, vol. 1, p. 187;
Bonaccorsi and Giuri 2000, p. 853; Anderson 2002, pp. 336–338).
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dependent” trajectory of aircraft propulsion development was approaching a dead
end (for more on the concept of path-dependent technical development, see chap-
ter 1).

It was not immediately apparent to American aeronautical engineers and sci-
entists that the transition to a new technical trajectory would depend on the de-
velopment and adoption of the jet engine.15 The application of the jet engine for
flight would require advances in aerodynamic theory and design principles that
were not yet available to the American aircraft and airline industries. However,
investigation of the aerodynamics of high speed and of the reliability of turbojet
components had already convinced a small group of innovative engineers, led by
Frank Whittle in the United Kingdom and Hans von Ohain in Germany, that a
transition to a turbojet system of propulsion would enable aircraft to achieve higher
levels of performance—to fly at a higher altitude and at greater speed (St. Peter
1999, pp. 3–58).

Both Whittle and von Ohain initiated their jet engine development work with
their own resources. After substantial delay Whittle received support from the
British Air Ministry.16 In Germany the potential importance of the prototype jet
engine developed by von Ohain was immediately recognized by the aircraft man-
ufacturer Ernst Heinkel. By mid-1937 both the Whittle and von Ohain engines
had been operated successfully on test stands. The first successful flight of a jet-
powered aircraft, the Heinkel He 178, took place on August 27, 1939. The first
successful flight by a British aircraft, the Gloster E-28, took place on May 15,
1941. Both planes were designed as prototype military aircraft (Constant 1980,

15. As early as 1923 NACA had contracted with the National Bureau of Standards to con-
duct an assessment of the potential application of jet propulsion. The report indicated that fuel
consumption and maintenance costs would be substantially higher for jet aircraft than for piston
engines with propellers: “The conclusions were correct for the 250 miles per hour or less flight
speeds considered in the report. However they were not applicable to high speed flight near or
above the speed of sound” (Anderson 2002, p. 285).

16. While serving at the Royal Air Force (RAF) Staff College in the late 1920s, Whittle de-
veloped a proposal for jet aircraft development. Both the Air Ministry and the aircraft industry
found Whittle’s proposal too radical. In 1935, with financial assistance of two ex-RAF officers,
he formed a private firm, Power Jets, to exploit his ideas. With the assistance of the Thompson-
Huston Company, Whittle had an engine ready for testing in February 1937. Although the test
was only partly successful, the Air Ministry made a small grant to Power Jets to continue the
tests. After successful tests in October 1938, Whittle received a contract from the Air Ministry
to build a flight engine. In April 1940 the Air Ministry selected the Rover Company as engine
manufacturer and Gloster Aircraft to build the airframe for a jet fighter. The Gloster plane,
powered by a Whittle engine, made its first flight in May 1941. It was not until 1944, however,
that production problems were worked out and the Gloster Meteor entered squadron service.
The initial lack of enthusiasm on the part of the Air Ministry was due to reluctance to divert
funds from efforts to improve the performance of the piston-propeller engine (Cook 1991,
pp. 97–114; Bobo 2001).
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pp. 178–207; Anderson 2002, pp. 285–289). In retrospect, it is clear that the fail-
ure of NACA to correctly assess the potential of jet aircraft technology in the late
1930s and early 1940s must be regarded as a critical lack of foresight on the part
of the NACA advisory committee and management.

The major emphasis was on mass production of existing designs (Holley 1964,
pp. 304–310). Virtually every U.S. airplane that saw service during World War II
was designed before the war. It would not be until well into the first postwar
decade that the scientific and design problems confronting the development
of military and commercial jet aircraft would be resolved. The failure to develop
jet aircraft research and development capacity in the late 1930s left NACA po-
litically vulnerable and in a weak position to obtain the resources needed to re-
claim its role as the U.S. lead institution in aircraft design and technology after
the war.

Even as Germany and Britain were pursuing advanced jet aircraft research and
development in the late 1930s, the NACA staff and board remained skeptical of
the technical and economic viability of gas turbines for aircraft propulsion (Hun-
saker 1952). In early 1941 Army Air Force General Hap Arnold, during a visit to
Britain, became aware of British and German progress in jet engine development.
On his return to the United States, he wrote to Vannevar Bush, then NACA
chairman, emphasizing the importance and urgency of jet propulsion. Later that
year a NACA Special Committee on Jet Propulsion was formed. The Special Com-
mittee urged the Army Air Force to contract with General Electric, Westinghouse,
and Allis Chalmers, which had recently initiated jet engine development programs,
to intensify its efforts to develop gas turbines for aircraft propulsion (Roland 1985,
vol. 1, pp. 186–193).

The production of the first jet engines in the United States during World War
II drew on British technical assistance and was financed by the Army Air Force.
The Army Air Force arranged with the British to acquire a Whittle jet engine, and
several British engineers, including Captain Whittle, were brought to the United
States to provide technical assistance (Gray 1948, p. 279). In September 1941 the
Army Air Force decided to put an aircraft powered by a Whittle jet propulsion
engine into production. General Electric would build the engine, and the airplane
would be produced by Bell Aircraft Corporation.

NACA was not informed of the Air Force initiative. It was advised that rather
than becoming involved in jet engine development, it should concentrate on better
engines for fighter planes. In 1943, however, the Air Force arranged for NACA
engineers to initiate a research program to enhance the performance of the Whittle
engine (Gray 1948, pp. 275–280). It required more than a decade of learning by
doing, and using by manufacturers and the military, before jet engines could be
maintained and operated with sufficient reliability and efficiency to begin to win
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a secure place in U.S. commercial airline fleets (Constant 1980; Heppenheimer
1995).

Demonstration of the vulnerability of American heavy bombers to Russian jet
fighter planes early in the Korean War was decisive in motivating the transition
from the piston-propeller system by the U.S. military services. Boeing Aircraft and
Transport Company’s experimental jet-propelled bomber, the XB-47, had emerged
out of a period of intense interaction between Boeing designers and the U.S. Army
Air Forces Project Office during the mid-1940s. Anderson has characterized the
XB-47 as an early example of the second design revolution. The swept wings and
the engine pods slung below the wings were radical new technological features.17

They enabled the Boeing engineers to achieve a dramatic leap in performance. This
new configuration established a new technological trajectory for both military and
commercial jet airplanes (Anderson 2002, pp. 244–347). “The design of the B-47
had been revolutionary. The design of the 707 was evolutionary from the B-47”
(Anderson 2002, pp. 347–348).

The world’s first commercial jet airliner, the British-built Vickers Viscount tur-
boprop powered by four Rolls Royce Dart engines, made a first experimental flight
in 1948. The de Havilland Comet began scheduled service between London and
Johannesburg in 1952. Three of the de Havilland Comets crashed in 1953–1954,
because designers did not understand that repeated high-altitude pressurization
would result in metal fatigue and cause catastrophic failure of the aircraft’s
fuselage.18

Several explanations have been advanced for the failure of NACA to make an
early commitment to jet aircraft development. One, as noted earlier, was simple

17. The concept of a swept-wing design for high-speed flight was first advanced by a young
German aerodynamicist, Adolf Busemann, at an international conference in Italy in 1935. The
military significance of the paper was immediately recognized and classified by German Luft-
waffe officials. On May 7, 1945, a U.S. technical team led by Theodore von Karman arrived at
research laboratories at Pennemunde and Braunschweig, and appropriated a large body of very
advanced aerodynamic technical material. They also arranged, under Operation Paperclip, for Buse-
mann to be assigned to the NACA laboratory at Langley. The concept of swept-wing design for
high-speed flight had been independently developed by Robert T. Jones at Langley in 1945. An-
derson argues that it is unlikely that the swept wing would have revolutionized airplane design
so soon after the war if it had not been for Jones’s independent discovery of its advantages (An-
derson 2002, pp. 322–327).

18. For a more detailed review of the post–World War I development of commercial aircraft
development and civil aviation, see Cook (1991) and Higham (2003). It was not until well into
the 1950s that it became clear that jet aircraft were the most economical means of long-distance
air transportation. For discussion of the sources of efficiency gains in jet aircraft from the late
1940s through the late 1950s, see Sahal (1981). For greater technical detail with primary em-
phasis on development of jet engines to meet military specifications, see St. Peter (1999, pp. 329–
341).
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path dependence—dominance in one area of technology tends to obscure oppor-
tunities in related areas (Ruttan 2001, pp. 112–116). NASA historian Alex Ro-
land characterizes propeller-driven path dependence at NACA more pungently:
“Give an (aeronautical) engineer a wind tunnel and he will use it—and it will use
him. The NACA engineers at Langley Field, possessed of the best research
equipment in the world, climbed into their tunnels and promptly lost sight of
events outside those narrow chambers” (1985, vol. 1, p. 108). Mowery and Ro-
senberg are more generous. They attribute NACA’s conservative approach to
lack of a sense of urgency on the part of NACA’s prewar military constituency
and to lack of interest in the development of radical new engine technology on
the part of the U.S. commercial airline industry until well into the 1950s
(1982b, pp. 170–171).

NACA made substantial contributions to advances in aircraft technology im-
mediately before and during World War II. NACA’s research on deicing led to
the development of thermal deicing through heat exchange with exhaust gases.
The low-drag laminar flow wing design of the P-51 fighter aircraft was an important
NACA wartime contribution. NACA also gave major attention to the refinement
and testing of prototype models of military aircraft and to consulting with aircraft
manufacturers on technical problems of aircraft production. Every American air-
plane and every aircraft engine that was deployed in World War II had been tested
and improved by NACA engineers. However, it was widely asserted by both
NACA senior staff and by knowledgeable observers in the aircraft industry that
these and many other wartime contributions came at the expense of more fun-
damental aeronautical research (Roland 1985, vol. 1, pp. 173–198; box 3.2).

High-Speed Flight

NACA entered the post–World War period with staff, facilities, and funding that
had quadrupled since the early 1940s (Roland 1985, vol. 1, p. 60). It had what
it interpreted as a mandate to be the central government institution for aeronautical
research.19 It hoped to make a transition from its “quick fix” role during World

19. In 1945 NACA presented to the Senate Special Committee Investigating the National
Defense Program, chaired by Senator James M. Meade, a draft of a National Aeronautical Re-
search Policy that had been worked out in consultation with industry and the military services, a
policy by which NACA would be assigned responsibility for aeronautical research, industry
would assume responsibility for design and development, and the armed services would assume
responsibility for testing and evaluation. In March 1946 a slightly revised version of the draft
policy was endorsed by the Army, the Navy, the Civil Aeronautics Administration, and the
newly established NACA Industry Consulting Committee (Hunsaker 1952, p. 24; Roland 1985,
vol. 1, pp. 203–207).



Box 3.2. Fundamental Research at NACA

The organic law establishing the National Advisory Committee for Aeronautics
(NACA) provided: “That it shall be the duty of the Advisory Committee for
Aeronautics to supervise and direct the study of the problems of flight, with a
view to their practical solution.”a This charge has throughout NACA history
(1915–1958) been a source of considerable confusion and tension. NACA his-
torian Alex Roland insists that within its first decade NACA turned “to an en-
gineering orientation that it never thereafter abandoned” (1985, vol. 1, p. xiv).

In the 1920s efforts were made to complement the NACA engineering ori-
entation by strengthening academic research in aeronautics. The Daniel Gug-
genheim Fund for the Promotion of Aeronautics made a number of endow-
ment grants to aeronautical engineering programs at the California Institute of
Technology (Caltech), the Georgia School (later Institute) of Technology, the
Massachusetts Institute of Technology, New York University, Stanford Univer-
sity, the University of Michigan, and the University of Washington (Hallion
1997). At the time Caltech and Stanford University received the Guggenheim
grants, aeronautics research at these institutions already had a strong scientific
orientation. Between 1916 and 1926, Stanford University mechanical engineer-
ing professors W. F. Durand and E. P. Lesley applied the method of parameter
variation to design wind tunnel experiments to evaluate propeller performance
(Vincenti 1990, pp. 137–169). In 1930 Caltech was able to attract Theodore
von Karman, one of Prandtl’s most distinguished students at Gottingen, to its
faculty. Von Karman played a leading role in Caltech’s subsequent success in
establishing itself as a leading academic center for aeronautical science and en-
gineering (Hanley 1982; Rosenberg 2001).b

The tension between scientific and engineering orientation at NACA was
reflected in debates about post–World War II research policy. In 1944 Edwin
Hartman, NACA western research coordinator, argued that after the war the
committee should direct most of its attention to development. He insisted that
research for which the committee had made the largest contributions and re-
ceived the most credit was in development. Hartman cited the development of
the NACA Cowling and the research on deicing as examples (Roland 1985,
vol. 1, pp. 234–237). Roland also notes that at the end of World War II one
of the most urgent challenges facing NACA leadership was to respond to the
criticism that NACA’s wartime neglect of fundamental research had resulted in
a “lamentable shortage of fundamental data” (Roland 1985, vol. 1, p. 234).

The problem was not that NACA engineers and scientists did not conduct
important fundamental or scientific research. Rather, it was that fundamental
or scientific research at NACA was induced by response to specific engineering
problems rather than in response to an externally directed imperative to ad-
vance scientific frontiers. Rosenberg (2001) has stated the issue that NACA
confronted with particular clarity: “Aeronautical engineering makes extensive
use of sources of information that do not draw on fundamental science because
the specificity of aircraft designs requires information that cannot be deduced

(continued )
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Box 3.2. (continued)

from the principles of aerodynamics” (p. 10). The critics, blinded by the linear
model of the relationship between basic research and technology development,
were trying to push NACA in a direction that was not consistent with aircraft
technology development.

Between 1929–1954 the NACA staff received five Collier Trophy research
awards: (1) for developing the NACA Cowling, which greatly reduced the
drag of radial air-cooled engines (1929); (2) for developing thermal deicing
through heat exchange with exhaust gases (1946); (3) for developing a proto-
type research aircraft (the X-1) that broke the “sound barrier” (1947); (4) for
the development of a transonic wind tunnel that could produce reliable data
on the most troublesome speed ranges (1951); and (5) for discovery and verifi-
cation of the area rule of aeronautic flow, which established the optimal rela-
tionship between the girth of a fuselage and the wings in transonic flight
(1954). Of these, only the last involved fundamental scientific research (Roland
1985, vol. 1, pp. 114, 235, 250, 256, 280).

My own reading is that the inconclusive nature of much of this discussion
was based on a dialogue constrained by an intellectual commitment to the tradi-
tional linear model of the relationship between advances in science and advances
in technology on the part of NACA staff and administration, and by NACA
critics both within and outside the agency (figure 3.1, top panel). The NACA
research program could more accurately be interpreted by an interactive model
in which scientific and technical knowledge is drawn from a common pool, in-
teracts and is extended during the research and technology development pro-
cess, and feeds back into the common pool (figure 3.1, lower panel).

Roland, in his official history, was obviously uncomfortable with the linear
model. His discomfort is reflected in his accounts of several efforts by NACA,
the air services, and private industry to partition their respective areas of re-
sponsibility. He noted, for example, that the “distinction the air forces made
between development and evaluation was no more distinct than the NACA
line between research and development” (Roland 1985, vol. 1, p. 216). Also,
“the term fundamental research was a study in compromise, more suited to
blurring boundaries between research functions than clarifying them” (Roland
1985, vol. 1, p. 234).

Sources: In preparing this box I have drawn heavily on the work of William H. Cook (1991),
Robert Von der Linden (1991), and John D. Anderson (2002).

a Public Law 271, 63rd Congress, 3rd session, passed 3 March 1915 (38 Stat. 930). Reproduced
in Roland (1985, vol. 2).

b Prandtl regarded his research as applied physics. At Caltech von Karman combined his scien-
tific training with a strong engineering orientation. He arranged for the construction of a wind
tunnel and conducted wind tunnel experiments. Beginning in 1932 he became involved in re-
search for Douglas Aircraft, located in nearby Santa Monica, in the developments that led to the
DC-3 (Rosenberg 2001).
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Figure 3.1. Models of the relations between scientific and technical knowledge, and de-
velopment. (A) Linear model. (B) Interactive model. (C) Quadrant model. Source: Ver-
non W. Ruttan, 2001, Technology, Growth, and Development: An Induced Innovation Per-
spective (New York: Oxford University Press), 81, 537.

War II to address the fundamental problems of supersonic flight, in an attempt to
redress its wartime neglect of the potential military and commercial significance
of jet aircraft. An important element in this reorientation was a proposal to es-
tablish a new Supersonic Research Center dedicated to the development and field
testing of supersonic aircraft, missiles, and pilotless aircraft. A central component
of the program would be a series of wind tunnels designed specifically to investigate
high-speed and high-altitude flight problems, such as structural design, compress-
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Figure 3.1. (continued)

ibility, and stabilization control (Bright 1978, p. 114; Roland 1985, vol. 1, pp. 211–
221).20

When NACA entered the postwar era, it was also confronted by several difficult
institutional problems. One was the determination of the aircraft industry, then
America’s largest industry, to obtain greater representation on NACA’s main gov-
erning committees and on the subcommittees that had oversight over NACA re-
search programs. A second was the determination of the Air Force to never again
be dependent on NACA as a primary source of aeronautical research and devel-
opment. A third was the emergence of Congressman Albert Thomas (R-TX) as
chair of the Independent Offices Subcommittee of the House Appropriations Com-
mittee. Thomas insisted that the committee form of organization of NACA’s gov-
ernance was inappropriate for a government organization of its size.21 He also ob-

20. The progress of the 1946 designation of NACA as the agency responsible for coordinat-
ing all U.S. supersonic research to passage of the Unitary Wind Tunnel Act of 1949 has been
characterized as “a tale of Byzantine intricacy” (Roland 1985, vol. 1, p. 217). The budget author-
ized in the 1949 act was reduced from the original proposal of $500 million to $136 million.
From its grand mandate to be the agency coordinating all supersonic research in the United
States, “the NACA had been reduced to ‘house keeping’ for the commercial aircraft industry”
(Roland 1985, vol. 1, p. 219).

21. NACA’s independent committee form of governance was criticized in 1949 by the Hoo-
ver Commission on Organization of the Executive Branch of the Government. The commission
recommended that NACA be incorporated into the U.S. Department of Commerce. The Bureau
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jected to NACA’s size. During his first term he succeeded in reducing the wind
tunnel authorization of $136 million to an appropriation of $75 million.

In 1947 Hugh Dryden, then associate director of the National Bureau of Stan-
dards, was selected to fill the position of NACA Director of Aeronautical Research.
Among the most pressing issues that Dryden had to confront was the direction of
NACA research in the post–World War II period. High-speed flight, as noted, was
the area in which NACA had the clearest mandate. A high-speed flight program
would involve research on instrumentation and on fundamental design concepts.
It was not immediately apparent, however, whether the NACA staff that had been
assembled to respond to the more immediate flight engineering problems on which
NACA had focused during the war had either the training or skills to address more
advanced aeronautical research problems that confronted the aircraft industry.

The initial project of the high-speed flight program was the design and devel-
opment of supersonic aircraft. The project involved close cooperation among
NACA, the military services, and the aircraft industry. The NACA-military-
industry collaboration was so successful that the “sound barrier” was broken by the
Bell X-1 research aircraft on October 14, 1947. The breaking of the sound barrier
was the culmination of over twenty years of research at NACA (Hallion 1997;
Anderson 2002, pp. 312–314).22 It brought NACA its third Collier Trophy award,
popular and political support, and worldwide acclaim from the aeronautical com-
munity. The project also contributed to the acquisition by NACA of the resources
it needed to address fundamental problems of stability and control that confronted
successful supersonic flight.23

In the early 1950s the NACA staff was recognized for a number of fundamental
contributions. Richard Whitcomb received the 1954 Collier award for discovery
and verification of the area rule of aerodynamic flow that established the optimal
relationship between the girth of the fuselage and the wing surface in transonic

of Budget had earlier criticized the committee form of organization on the same grounds (Ro-
land 1985, vol. 1, pp. 221–223). The design of organization charts with direct links to the exec-
utive was a favorite preoccupation of students of public administration in the 1940s and 1950s.

22. The breaking of the sound barrier was a public-relations, as well as technical, success.
Before the breaking of the sound barrier, it was commonly believed, though not by most aero-
nautical engineers, that there was a physical barrier to flight faster than the speed of sound.
Clarence Johnson, design chief at Lockheed Aircraft Corporation, characterized it as “an engi-
neering stunt costing millions of dollars that could have been more profitably spent on other re-
search projects” (Roland 1995, p. 250).

23. To conduct the flight tests, NACA located a small liaison team at Muroc Air Base in
southern California. The group became the NACA High Speed Flight Research Station in 1949
and the High Speed Flight Station in 1954. It also resulted in the construction of a new genera-
tion of wind tunnels designed to address the problems of high-speed flight (Roland 1985, vol. 1,
pp. 251–252).
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flight. This fundamental discovery had an immediate impact on design. Calcula-
tions based on the discovery were employed in making the design adjustments
needed to enable the first Air Force operational supersonic fighter aircraft to break
the sound barrier (Roland 1985, vol. 1, p. 281).

In spite of these successes, NACA continued to allocate a relatively high per-
centage of its research resources to service-related investigations. This was not be-
cause NACA’s influential military service and industry clients were oblivious to
the need for fundamental research, but because of pressures to get the next gen-
eration of fighter aircraft into operation or the prototype of the next commercial
airliner into production (Roland 1985, vol. 1, p. 288).

By the mid-1950s NACA “had gone a long way toward restoring its reputation
and dimming the memories of how it had been bested by the Germans during the
War” (Roland 1985, vol. 1, p. 255). After three years of budget reverses, President
Dwight D. Eisenhower approved a budget supplement in 1955 and regular in-
creases for the next three years. When the Soviet Union (Union of Soviet Socialist
Republics) launched Sputnik I on October 4, 1957, it set in motion a series of
events that would lead to NACA’s being absorbed into a new agency, NASA (see
chapter 7).

Military and Commercial Aircraft at Boeing

The relationship between military procurement and commercial aircraft devel-
opment is illustrated with particular force in the history of Boeing Aircraft and
Transport Company (now Boeing Aircraft Company). During the 1920s and 1930s
Boeing was responsible for a number of advanced technical innovations, but it
experienced difficulty in achieving consistent success in the commercial market.
Only reliance on postal and military contracts enabled Boeing to remain econom-
ically viable in the unstable markets for military and commercial aircraft in the
interwar period. During the 1940s and into the 1980s, Boeing was able to translate
its successful development of a series of military aircraft into a dominant position
in the United States and world commercial aircraft market. This dominance began
to erode in the late 1980s.

Wartime Success

In 1931 Boeing, drawing on its own resources, initiated a program to develop a
revolutionary new bomber, the B-9, which incorporated advances in aircraft design
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that had accumulated for over a decade.24 Boeing also initiated a program to de-
velop a new commercial airliner, the B-247, based on the B-9. The B-247 was the
first high-performance multiengine commercial airliner. It established the config-
uration of the commercial airliner until the introduction of jet airliners in the late
1950s. It was introduced, however, before a number of technical advances, such
as the NACA Cowling and the variable-pitch propeller, became available. Internal
corporate disagreement resulted in a plane with relatively small passenger ca-
pacity.25

Boeing bombers played an important role in World War II. By the end of World
War II, 13,726 B-17 bombers had been built. When in January 1940 the Air Force
put out another request for proposals for an even higher performance bomber,
Boeing already had studies under way looking toward a successor to the B-17. The
B-29 was the first Boeing plane in which significant design improvements were
made in accordance with wind tunnel data obtained during construction. It was
the only wartime airplane to have cabin pressurization. “During World War II the
B-29 ferried supplies from India over the Himalayas to China, it flew bombing
missions from the Marianas to Japan, and it carried the atomic bombs that were
dropped on Hiroshima and Nagasaki” (Cook 1991, p. 80).

Boeing was only partially successful in its attempts to develop economically
successful commercial aircraft based on its successful wartime bombers. Production
of the Boeing 307 Stratoliner, the first commercial airliner with a pressurized cabin,
derived from the B–17. Production was discontinued in 1939, shortly after it was
introduced, because of the pressure of military activity. Only ten were built. After
the war Boeing built the Stratocruiser, a long-range commercial transport derivative
of the B-50 postwar bomber and the C-97 refueling tanker. It was powered by a
Pratt and Whitney 4360 engine—one of the largest piston engine motors ever
installed in a production airliner. Very few were ever sold. Cook suggests that
problems with the engine prompted early adoption of the jet engine by Boeing
(1991, p. 58). Production of the Stratocruiser was discontinued in 1950.

24. In this section I draw heavily on Von der Linden (1991).
25. Although Boeing set the stage—the B-247 has been characterized as the first modern air-

liner—it was Douglas, as noted earlier, that succeeded in translating the concept into the world’s
most successful commercial airliner. Douglas moved very rapidly to complete and test a DC-1
prototype. It made its first flight on July 1, 1933—only five months after Boeing delivered its
first B-247 to United. “The DC-1 prototype performed so well,” comments Cook, “that the pro-
duction version, the DC-2 was ordered by all U.S. airlines except United” (1991, p. 54). The
first delivery of the DC-2 occurred in May 1934, and that of the first DC-3 in December 1935
(Cook 1991, pp. 50–51): “Thirteen thousand DC-3’s and the military equivalent, the C–47, were
built, and were eventually used all over the world. . . . They were operated indefinitely and wore
out a multitude of engines” (Cook 1991, p. 55).
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The Design Revolution

The end of World War II in 1945 left Boeing, and the aircraft industry generally,
with considerable uncertainty about the future.26 At the end of the war, Boeing
had under way development work on a straight-wing two-engine bomber with
engine nacelles tucked under the wing. Models were already being wind tunnel
tested by NACA at Langley Field when in 1945 a survey team of U.S. scientists
and engineers discovered at the German aircraft research facility at Braunschweig,
Germany, an exhaustive body of aerodynamic data on tests of swept-wing aircraft.
The team included George Schairer, a young aeronautical engineer from Boeing,
who brought the swept-wing designs to the attention of the team working on the
development of the XB-47.

After evaluating the German data, Boeing proposed to the Air Force that the
design be changed to swept-wing configuration. Air Force engineers at Wright Field
insisted that two engine pods be mounted under each wing. In April 1946, when
agreement had been reached on design, the Air Force project office at Wright Field
was sufficiently impressed to sign a contract for two XB-47 prototypes at $10
million each (Cook 1991, pp. 148–170; Anderson 2002, pp. 290–292). In Sep-
tember 1947 the first XB-47 prototype was rolled out of its hangar. The first flight
occurred on December 17, 1947.

Following completion of flight tests by Boeing and the Air Force, General K. B.
Wolf, head of bomber production at Wright Field, was persuaded during a visit
to Seattle to stop by Moses Lake to look at the XB-47 and to take a short ride
on the plane. General Wolf had never flown in a jet before:

The flight, piloted by Major Townsend, was comprised of a climb up to alti-
tude for a level speed run then a low pass by the tower followed by a steep
climb. . . . After the flight General Wolf was visibly elated and asked Major
Townsend if he considered the airplane to be operational. When Townsend an-
swered “Yes” General Wolf almost immediately responded that the Air Force
would buy it and that it would be built “as is. . . .” General Wolf thus revolu-
tionized strategic bombing after only a 20 minute ride. (Cook 1991, p. 194)

The B-17 became the U.S. Strategic Air Command’s first viable and successful jet
bomber.

26. In this section I draw heavily on Cook (1991). See also Anderson (2002, pp. 283–359).
Between 1945 and 1948 military procurement dropped dramatically. Each of the fifteen active
aircraft producers ran substantial deficits. Aircraft manufacturers attempted to diversify into
products such as buses, kitchen ranges, prefabricated homes, home freezers, and automobile and
marine engines (Crouch 2003, pp. 488–494). I myself still own two practically indestructible
Grumman canoes.
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As wind tunnel testing of the XB-47 progressed during 1945–1949, a number
of Boeing engineers began to consider the prospect of developing a commercial
jet transport.27 It was considered doubtful, however, that initial sales could justify
development costs. It did become apparent, however, that a military jet tanker
specifically designed to refuel the B-52 could represent not only an economically
attractive opportunity for Boeing, but also an initial step toward the development
of a commercial jet airliner. Steps were initiated to develop a prototype tanker—
the Dash-80.28

The Dash-80 was rolled out of the hangar in May 1954 for ground testing.
Several defects, primarily in the landing gear, delayed flight testing until mid-July.
Initial flight testing revealed several more defects, which were quickly corrected.
“The early flights of the Dash-80 demonstrated good flying characteristics,” as Cook
concludes. “The overall configuration was judged highly successful” (1991, p. 221).
The Air Force’s decision to purchase the KC-135 tanker, the production version
of the Dash-80, resolved the question of financing a commercial jet transport ver-
sion. On September 8, 1952, Boeing made a public announcement that it had
initiated the development of a commercial jet transport—the Boeing 707. Boeing
decided to “bet the company” on the future of commercial jet aircraft.

On September 8, 1952, five months after the detailed design work had been
started, Boeing made a public announcement that work on a jet transport was
under way. Most firms in the airline industry remained skeptical of the potential
technical and economic advantages of a commercial jet airliner. Although it would
fly higher and faster than the piston-propeller transports, it was less fuel efficient,
and engine maintenance problems remained a major concern.29

On October 13 Pan American ordered twenty Boeing 707s. It also ordered
twenty-five DC-8s, Douglas Aircraft’s announced entry into the commercial jet

27. In this and the next several paragraphs, I draw primarily on Cook (1991, pp. 211–226).
28. It was estimated that the cost of constructing the prototype would be in the $16 million

range. However, it would be possible to charge a considerable part of the cost to the govern-
ment under the Independent Research and Development provisions of Boeing’s Air Force con-
tracts. As a result, the direct cost to Boeing was estimated at only $3 million (Cook 1991,
p. 214).

29. U.S. engine manufacturers were also slow to realize the market potential for turbojet en-
gines. Even while Boeing engineers were pressing Pratt and Whitney for advanced turbojet en-
gines for the KC-135 military tanker, Pratt and Whitney management still considered the turbo-
prop as the engine of the future. In the mid-1950s it took pressure from American Airlines
management on Boeing, and Boeing pressure on Pratt and Whitney, to develop the fan-jet en-
gines American wanted installed in a new version of the Boeing 707. Cook comments that in
1953 Pratt and Whitney had little feel for the changes in design studies going on in the airline
industry or their implications for engine manufacture (1991, p. 229). For a definitive history of
aircraft gas turbine engine development in the United States, see St. Peter (1999).
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market.30 On November 8 American Airlines placed an order for thirty 707s on
the condition that Boeing would produce a wider version of the aircraft. “The
American order for 707s was absolutely central to Boeing’s future in the com-
mercial jet transport industry,” explains Cook, “because it provided an endorsement
that influenced many other airlines to follow American’s lead” (1991, p. 243). The
greater width that American insisted on was important in establishing the Boeing
policy of developing a “family” of closely related passenger aircraft for different
services (table 3.2).

The Boeing 707 set the standard for modern commercial aircraft design. It also
confirmed the success of the Boeing policy of using military aircraft contracts to
test its new concepts and to provide funding for development work that would
feed into the design of its commercial aircraft. It established Boeing as the world’s
leading producer of commercial aircraft.

However, the development of the Boeing 747 followed a somewhat different
pattern. In 1965 Boeing lost to Lockheed an Air Force competition to design a
large military transport. The Lockheed plane, the C-5A, was considered both too
large and too slow to develop into a commercial transport. Boeing engineers, start-
ing with the design they had developed for the military transport, proposed the
development of an even larger commercial jet. The plane that emerged from this
effort, the Boeing 747, set the design standard for all subsequent wide-bodied jets
(Anderson 2002, p. 354). The 747 was not, however, an immediate commercial
success. The American economy was in the midst of a recession. Although it had
received an initial order from Pan American in 1966 and orders from KLM and
Lufthansa in 1971 and 1972, there was a period of eighteen months in the early
1970s when Boeing did not receive a single order from a U.S. domestic airline
(Crouch 2003, p. 628). The Boeing 767, launched in 1987, and the Boeing 777,
launched in 1998, were evolutionary from the 747 (table 3.2).

By the mid-1990s it seemed clear that military contracts would no longer play
a significant role in the development of U.S. commercial airliners. The defense
aircraft industry had become increasingly specialized. The military’s unique per-
formance requirements, such as stealth and maneuverability, have forced separation
of the military from the commercial suppliers: “Boeing, America’s major com-
mercial supplier, is not the prime contractor for any Department of Defense aircraft
(either fighters or bombers) while Lockheed, which now does no commercial work,

30. Juan Trippe, the founder and still president of Pan American, had consistently insisted on
maintaining a preeminent position within the airline industry by being the first to put new airlin-
ers into service. Pan American was the first to buy the Douglas DC-6, the Lockheed Constella-
tion, and the Boeing Stratocruiser (Cook 1991, p. 236).



Table 3.2. The Boeing Family of Commercial Passenger Aircraft from the
707 to the 777

Name
Date

Introduced Remarks

707 1957 First American commercial jet transport. Estab-
lished configuration for the next generation of
commercial jets.

727 1964 First tri-jet introduced to commercial service.
Shorter, with slower takeoff and landing speed
than 707. Could be accommodated by smaller
airports.

737 1957 A short- to medium-range plane. Wing extensions
(winglets) contributed to an increase in fuel effi-
ciency and range.

747 1969 First wide-bodied commercial jet transport. Estab-
lished the design standard for all subsequent wide-
-bodied jets. Boeing 747-400 is the cargo
freighter with the lowest cost per ton mile.

757 1982 A medium-range narrow body successor to 727
with the same cabin width but a longer fuselage.

767 1981 Narrowest wide-bodied jet. Developed in tandem
with 757.

777 1998 Larger than other twin or tri-jets, and smaller than
747. First jetliner to be 100 percent digitally de-
signed. Airplane was “preassembled” on the
computer.

Source: J. D. Anderson, Jr., 2002, The Airplane: A History of Its Technology (Reston, VA: American Institute
of Aeronautics and Astronautics). Reprinted with permission of the American Institute of Aeronautics and
Astronautics. Boeing Aircraft, http://boeing.com/commercial/707family, as well as for other members of the
Boeing family of commercial passenger aircraft.

59

http://boeing.com/commercial/707family


60 IS WAR NECESSARY FOR ECONOMIC GROWTH?

is the prime contractor for the next generation of military fighter aircraft” (Gansler
1995, p. 35).

The NASA Era

The launching of Sputnik I and Sputnik II by the Soviet Union generated sub-
stantial concern in the media, among the general public, and among members of
Congress that the United States was lagging behind the Soviet Union in the “space
race” (see chapter 7). One response was to absorb NACA, its laboratories, and its
employees into a newly established NASA. NASA was authorized “to carry out
the design, development, and testing of aeronautical and space vehicles (Bromberg
1999, p. 17). In addition to taking over the facilities and functions of NACA,
NASA absorbed over the next several years the Jet Propulsion Laboratory, the
Army Ordinance Ballistic Missile Agency, the civilian space program previously
managed by the Department of Defense Advance Research Project Agency
(ARPA), and the other space programs of the military services (figure 3.2). Al-
though NASA was established to provide civilian leadership of the space program,
it retained very substantial defense-related functions (see chapter 7).

Aeronautics Research at NASA

The incorporation of NACA into NASA resulted in a substantial shift from re-
search conducted primarily in-house—the armory system—to research conducted
by politically powerful aerospace contractors (Bromberg 1999, pp. 15–44). It also
resulted in a massive redirection of NACA/NASA R&D from aeronautic to space-
oriented R&D.31 The major burden of research and technology development to
meet continuing military needs was transferred to the U.S. Department of Defense
(DOD)—although at a significantly reduced level (OSTP 1982, p. 14).32

The U.S. Army Air Force emerged from World War II committed to a doctrine
of the efficiency of strategic bombing and development of bombers with global
range. The chosen instrument of the military was at first the Boeing B-36, with

31. The late 1950s marked the transition of the aircraft industry to the aerospace industry.
The term aerospace includes development and production of manned and unmanned aircraft,
missiles, propulsion systems, space vehicles, and associated electronics (Pattillo 1998). I discuss
the emergence of the space industries in chapter 7.

32. In some NASA literature the abbreviation R&T is used to refer to research and technology
development. I regard R&T a more accurate abbreviation than R&D. However, for consistency, I
continue to use the R&D appellation.
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Figure 3.2. Major NASA installations. The NASA centers were made up of NACA installations, laboratories transferred from

the Armed Services, and a facility, the Goddard Space Flight Center, built specifically for the new agency. Source: Joan Lisa

Bromberg, 1999, NASA and the Space Industry (Baltimore: Johns Hopkins University Press), 10–11. Copyright � 1999. Re-

printed with permission of The Johns Hopkins University Press.
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its six pistons and four jet engines, introduced in 1949. By the time the B-36 was
introduced, the Air Force was already committed to full conversion to jet engines.
This emphasis was by then fully consistent with the objectives of the commercial
airline industry. As already noted, the Boeing airframe continued to evolve to the
B-47 and to the B-52, and from the 707 to the 747 families of commercial aircraft.
Boeing set the pattern for the development of long-distance commercial aircraft
throughout the world from the late 1950s to the early 1990s (see table 3.2).

Defense-related R&D, including spending by the Air Force, in addition to that
performed by NACA/NASA and the funding of research conducted by the aircraft
industry itself, remained remarkably stable. In 1960 R&D spending in the aerospace
industry, including the aircraft industry, accounted for about 20 percent of gross
revenues and remained in this range through the 1960s and 1970s. Of this amount
only 10.3 percent, or approximately 2 percent of gross revenue, was privately fi-
nanced. The percentage privately funded had by 1978 risen to approximately 5
percent of gross revenue—high by historical standards in the aircraft industry, but
low in comparison with other high-technology industries (Bluestone, Jordon, and
Sullivan 1981, pp. 158–159). The military and space programs continued to ac-
count for at least two thirds of R&D directed to increasing aircraft performance
until at least the early 1980s (Mowery and Rosenberg 1982b, p. 171; Mowery and
Rosenberg 1989).

By the early and mid-1980s, it was becoming clear that technology transfer from
military procurement was no longer a dynamic source of technical change in the
commercial airline industry. There has been very little direct spin-off from military
to commercial aircraft since the development of stealth aircraft beginning in the
mid-1970s. The effect of deregulation of the aircraft industry had the effect of
weakening commercial demand for new aircraft that could not offer a promise of
dramatic operating cost reductions. Both the military and commercial aircraft in-
dustries were beginning to show signs of technological maturity (see chapter 8).

International Competition

From the early 1980s, government concern with the U.S. competitive position in
the international commercial aircraft industry, stimulated by European efforts to
strengthen their own commercial aircraft industry, led to a substantial increase in
NASA expenditures directed to commercial aircraft technology development. By
the early 1990s NASA and the Air Force were engaged in R&D in almost every
dimension of aircraft technology and were devoting resources, variously estimated
to be upward of $1 billion per year, to large commercial aircraft research, devel-
opment, and demonstration (Pattillo 1998, p. 344; Lawrence 2001). Although the
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aircraft industry was regarded by many as a relatively mature industry, productivity
growth, measured by partial indicators such as operating cost per seat mile, con-
tinued to improve (Miller and Sawers 1968; Mowery and Rosenberg 1982a).33

A policy issue that has confronted public support for aeronautical R&D since
NACA was established has been how to distinguish the R&D that is properly
supported by public resources from that supported by private. There are clearly
structural characteristics in technology development in the aircraft industry that
support an argument for a substantial public-sector role. Aeronautical R&D is char-
acterized by very capital-intensive research facilities—wind tunnel, flight test, pro-
pulsion, and other special capability facilities. In the past the close articulation
between R&D for military and that for commercial purposes assured that a de-
finitive answer to this issue was seldom attempted and has proven elusive when
addressed.

Consolidation of the civil large-bodied aircraft industry, in which Boeing and
Airbus have become the only significant players, and of the military aircraft in-
dustry, in which Lockheed-Martin has become the most significant U.S. player,
suggests that this is an appropriate time to revisit the implications of the changing
relationship between public support for defense-related R&D and commercial air-
craft R&D. For more than a decade, the direct and indirect subsidies to commercial
aircraft development in Europe and the United States have been the subject of
intense international trade negotiations and of a large but inconclusive polemical
literature (Fisher 2002; “Toward the Wild Blue Yonder,” 2002).34

33. Until well into the 1970s, both military and commercial aircraft performance continued
to be characterized primarily in terms of altitude and speed. The culmination of this trajectory
in commercial aircraft was the French-British decision to build the Concorde, and the U.S. deci-
sion to build an American supersonic transport (SST). Only twenty Concordes were produced.
The plane has been characterized as a technical success but a commercial failure. The last Con-
corde regular transatlantic flights were concluded in 1993. After much political acrimony, devel-
opment of the U.S. SST was aborted. Since the early 1970s developments of commercial and
military aircraft have followed different trajectories. The focus of commercial aircraft develop-
ment has shifted to operational efficiency. Since the mid-1990s two producers of small, fuel-
efficient jetliners, designed to capture markets linking smaller cities with major airline hubs, have
been introduced by Bombardier, of Canada, and Embraer, in Brazil (Christensen, Anthony, and
Roth 2004, pp. 130–150).

34. In 1990 Airbus Industries exceeded Boeing in the sales of every class of airplane smaller
than the 747. In 2003 Airbus deliveries of wide-bodied jets exceeded deliveries of Boeing wide-
bodied jets for the first time. Airbus announced that it was designing a “superjumbo” jet for de-
livery in 2006, while Boeing announced plans for a more fuel-efficient successor to the Boeing
767. Meanwhile, the DOD was engaged in an internal battle about a convoluted arrangement
under which Boeing would build 100 large tanker aircraft, which the Air Force would lease from
Boeing (Jehl 2003).
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Perspective

The private sector played a primary role in the initial development of aircraft. The
Wright brothers self-financed the invention and initial development of the first
successful propeller-driven aircraft. During the next decade design and technical
improvements were made primarily by flight enthusiasts, craftsmen, and engineers.
World War I played a major role in inducing the development of an aircraft in-
dustry in both Europe and the United States, but it was not, with the exception
of the all-metal airplane, productive of revolutionary developments in aircraft tech-
nology and design. The airplanes that flew during World War I were evolutionary
from the Wright Flyer.

During the interwar period, advances in engineering and aeronautical knowledge
established a more solid foundation for aircraft design in both Europe and the
United States. The initial research and development of jet aircraft engines in the
1930s by Whittle in Britain and von Ohain in Germany were supported from their
own resources. By the late 1930s, however, public support for R&D, largely mo-
tivated by military demand, played a dominant role in jet aircraft technology de-
velopment.

It is hard to avoid the conclusion that, in the interwar period, commercial air-
craft would have been developed and introduced more slowly in the absence of
defense-related technology development and military procurement. In the United
States, NACA played a particularly important role in the development of dual-
use technology applicable to both military and commercial aircraft. It is an open
question whether, in the absence of NACA research and military procurement,
propeller-driven commercial aircraft would have achieved the level of technological
maturity represented by the DC-3 by the mid-1930s (Mowery 2004). It also seems
apparent that delay in the development of a mature piston-driven technology
would have reduced the urgency of the development and introduction of jet air-
craft. There can be no question, however, that the advances in aircraft design rep-
resented by the Boeing 707 and 747 would have been substantially delayed in the
absence of the stimulus provided by military procurement. The strategy employed
by Boeing in using military aircraft contracts to test new concepts and to fund the
development work that fed into the design of advanced commercial aircraft would
not have been available.

What about the future? Shortly after the end of World War II, it became ap-
parent to knowledgeable scientists, engineers, and industry leaders that a transition
would need to be made from the piston-propeller to a jet-propulsion aircraft tra-
jectory of aircraft development. My reading of the literature today suggests that,
in spite of optimistic rhetoric about the future of aviation, there has not yet
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emerged even the beginning of a consensus about the parameters of a next rev-
olution in either military or commercial aircraft design.

A question that can hardly be avoided, as one reflects on the history of public
support for research and technology development and the support provided by
military procurement for the U.S. aircraft industry, is whether a fully private U.S.
commercial aircraft industry can ever be economically viable. Two decades ago
Barry Bluestone, Peter Jordan, and Mark Sullivan raised the same question and
answered it negatively: “Without federal government [support] there would simply
be no aircraft industry despite the fact that the commercial market is playing a
much larger role than it has in the past. No aspect of the industry, including the
commercial sector, could exist without the R&D funds provided by the state, or
the state’s purchase of military equipment” (1981, p. 170).

The wide-bodied commercial aircraft industry continues to introduce new mod-
els at prices well below marginal costs, in the expectation that production will be-
come profitable as they work their way down their learning curves. The price of the
Lockheed L1011, designed to compete with the Boeing 747 and the Douglas DC-
10, remained below its marginal cost for its entire fourteen-year production run
(Benkard 2004). The 2001 commitment by Airbus to the development the Airbus
A-380 (A-3xx) superjumbo and the subsequent decision by Boeing not to proceed
with the development of the Sonic Cruiser, a transonic passenger transport, are not
inconsistent with the Bluestone hypothesis. In late 2003 Boeing announced that it
would begin seeking orders for a smaller, privately financed 7E7 “Dreamliner”
plane, which it would begin to deliver sometime in 2008 (Linsford 2003).

Regardless of the precision of my counterfactual speculations, it is clear that
the world of aeronautics and aviation would be far different today in the absence
of military procurement—far different than if aircraft development had depended
entirely on private-sector investment in research and technology development, and
on commercial aircraft demand. In the United States, military considerations were
largely responsible for the establishment and funding of aeronautics research at
both NACA and NASA. The development of jet propulsion technology in Ger-
many and Britain, as well as its transfer to the United States, was largely a product
of military demand. Without the support of technology development and military
procurement, it is doubtful that the advances in design and technology represented
by the wide-bodied jet aircraft would yet dominate long-distance military or com-
mercial transport.
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4

Nuclear Energy and Electric Power

Before the nineteenth century the primary sources of energy were animal and hu-
man power, fuel wood and agricultural wastes, and wind power and water power.
The industrial revolution involved two major transitions in energy use. The first
was made possible by the steam engine, the first technology for the conversion of
fossil energy resources into work. The second was the introduction of electricity,
the first energy carrier that could be converted into light, heat, and work at the
point at which it is used (Grübler 1998, pp. 149–251).1

These technical changes have been associated with dramatic changes in the rel-
ative importance of the several sources of energy. In the nineteenth century, with
the expansion of railroads and the growth of the steel and electric power industries,
the use of coal for energy rose dramatically. Oil and natural gas were introduced
in the 1870s. Their use has been closely associated with the diffusion of the internal
combustion engine and the growth of the petrochemical industry. By the 1970s,
each accounted for a larger share of energy than coal. Nuclear power use, which
experienced exceptionally rapid growth after its introduction in the late 1950s,
has experienced slower growth since the early 1980s.

In this chapter my primary objective is to explore the role of the U.S. military
and defense-related institutions in the scientific and technical development of nu-
clear power in the United States. Institutional innovation is an important subtopic.
The Manhattan Project, which was organized to produce the atomic bomb, was
one of the most significant institutional innovations during World War II. It marked
the transition from the public armory system to the private contractor system in

1. In this chapter I draw on a more detailed discussion of the development of the electric
light and power industries in Ruttan (2001, pp. 235–285).
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the development of armaments and in the transition to “big science” in the mo-
bilization of scientific resources to address mission-oriented research and devel-
opment (Danhof 1968, pp. 93–99).

The Electric Utility Industry

The initial development of electric power technology took place entirely in the
private sector. In 1876 Thomas A. Edison established the first modern industrial
laboratory in the United States in Menlo Park, New Jersey. He visualized the lab-
oratory as an “invention factory”—capable of turning out “a minor invention every
ten days and a big thing every six months or so.” The invention of the high-
resistance incandescent lamp and the development of a system for the generation
and distribution of electric power by Edison and his research team established the
technical foundation for the electric utility industry (Hughes 1983).

Until the advent of nuclear power, the technology of electric power genera-
tion would have remained familiar to Edison. Each power generation “unit,”
called a boiler-turbogenerator unit, operated independently of other units. It con-
sisted of a boiler to burn the fuel and to generate and expand the steam, and a
turbogenerator to convert high-pressure steam into electric energy. A condenser
converted the steam into hot water to complete the cycle. Until the late 1960s
technical change was aimed primarily at increasing the size of generators and
boilers, and improving the thermal efficiency of the generating cycle (Ruttan
2001, pp. 260–262).

A series of equally important institutional innovations was required to realize
the economic gains made possible by the advances in technology and the inte-
gration of equipment manufacturers into a coherent electric supply (utility) in-
dustry. The manager-entrepreneur Samuel Insull became a pivotal figure in the
institutional innovations that gave rise to an integrated publicly regulated electric
supply industry in the United States. In 1892 Insull, who had worked with Edison
at Menlo Park, moved to Schenectady to become manager of the Edison General
Electric Company. When it merged with the Thompson-Huston Company, a lead-
ing manufacturer of electrical equipment, to form the General Electric Company,
Insull moved to Chicago to become president of the Chicago Edison Company,
one of the many small electric power companies that served the Chicago area
market. Within two decades Insull and his associates succeeded in creating a single,
“monopolistic, technologically efficient, and economically operated company for
all Chicago” (Hughes 1989, p. 140).

As the Chicago Edison Company expanded to include most of Illinois, Insull
was able to persuade the state legislature to enact legislation that substituted state
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regulation of rates and service for local regulation.2 The Illinois system became the
model for regulation in other states: “The utility industry interpreted such devel-
opments in Illinois and elsewhere as an implicit social contract in which the utilities
undertook to provide reliable and affordable electricity in exchange for a socially
determined rate of return” (Ruttan 2001, p. 246). Innovations in state and federal
regulatory regimes in the 1980s and early 1990s, particularly the Energy Policy
Act of 1992, contributed to the deconstruction of the institutional structure that
Insull and other leaders of the electrical power industry had erected in the 1920s.
These policy reforms enabled independent power producers using natural gas as
a primary energy source to walk through the door that energy activists thought
they had opened for sustainable energy sources such as biomass, wind, and solar-
thermal (Hirsh 1999).

Nuclear Energy

Demonstration of the feasibility of controlled nuclear fission by a team directed
by the young Italian physicist Enrico Fermi at the University of Chicago’s Stagg
Field on December 2, 1942, set the stage for an active role of the U.S. mili-
tary and defense-related institutions in technology development for the electric
power industry.3 From its beginning, it has not been possible to understand the
development of the nuclear power industry apart from the military application of
nuclear energy (Cowan 1990; Cantelon, Hewlett, and Williams 1991, pp. 303–
307).

Atoms for War

The steps that led to Fermi’s demonstration of the possibility of controlled nuclear
fission, and a few years later to the construction of the nuclear bomb, were set in

2. In Chicago and elsewhere in Illinois, politics became an essential component of the Insull
system: “Methods were found by which politicians obtained wealth from political power without
having to steal public money” (Hughes 1983, p. 206).

3. I do not attempt in this section to provide a scientific or technical account of the develop-
ment of atomic power. My purpose is to provide insight into the critical role played by military
considerations in the development of atomic power for military and commercial purposes.
Throughout this section I draw heavily on the exceedingly useful official histories by Hewlett
and Anderson (1962) and Hewlett and Duncan (1969). See also Laurence (1959), Hughes
(1989, pp. 353–44), and Pool (1997). For excellent technical accounts of nuclear fission, nuclear
fusion, nuclear reactors, and nuclear weapons, see “Nuclear Fission, Nuclear Fusion, Nuclear Re-
actors, and Nuclear Weapons” (1974).
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motion in 1938 when German chemists Otto Hahn and Fritz Strassman, at the
Kaiser Wilhelm Institute in Berlin, found that they could split uranium atoms by
bombarding their nuclei with neutrons. The neutron bombardment causes the ura-
nium to “fission” into smaller pieces that fly apart with a great deal of energy.4

It was immediately recognized in the physics community, in both Europe and
the United States, that if the energy liberated by the splitting of the uranium atom
could be controlled and directed, it might be possible to construct a nuclear weapon
far more powerful than anything that was currently available (Hewlett and An-
derson 1962, pp. 10–14). This possibility led Leo Szilard, a Hungarian physicist
who had immigrated to the United States and was then employed at Columbia
University, to attempt to bring the implications of the discovery to the attention
of the U.S. government. Szilard contacted Albert Einstein about his concern. On
August 2, 1939, Einstein signed a letter, prepared by Szilard and addressed to
President Franklin D. Roosevelt. In the letter Einstein urged that everything pos-
sible be done to prevent Germany from being first to develop an atomic bomb.
Szilard then arranged to have the letter delivered to President Roosevelt by Al-
exander Sachs, a Lehman Corporation economist who had access to the White
House.5 On November 1 the President’s Advisory Committee on Uranium urged
that the United States initiate a crash program to study the physics of uranium
fission. By early 1941 the committee had concluded that it was theoretically pos-
sible to build an atomic bomb many thousands of times more powerful than the
largest bomb that had ever been made (Hewlett and Anderson 1962, p. 20; Pool
1997, pp. 31–33).6

Responsibility for the construction of an atomic bomb was assigned by President
Roosevelt to the Army, which in turn assigned the project to the Army Corps of

4. For a useful introduction to the process of nuclear fission, see Leachman (1965).
5. For Einstein’s letter and Roosevelt’s reply, see Stoff, Fanton, and Williams (1991, pp. 18–

20). The Einstein letter to Roosevelt did not have the immediate impact on policy that its spon-
sors had hoped. It was not until the end of 1941, more than two years after the letter had been
presented to Roosevelt, that a decision to build the atomic bomb was finally taken. For a per-
sonal account, see Laurence (1959, pp. 37–66).

6. Institutional arrangements for providing advice to the president about issues of science and
technology in military affairs evolved in two steps in the early 1940s. On June 27, 1940, Presi-
dent Roosevelt issued an executive order establishing the National Defense Research Council
(NDRC) to be chaired by Vannevar Bush, dean of engineering at Massachusetts Institute of
Technology and chairman of the National Advisory Committee for Aeronautics. In June 1941
Roosevelt issued a second executive order, establishing an Office of Scientific Research and De-
velopment (OSRD), also to be headed by Bush. The OSRD had substantially greater resources
and authority than the NDRC. Bush and the OSRD played a key role in initiating the institu-
tional arrangements for the development of both radar and the atomic bomb. The mobilization
of these and other wartime projects set the stage for a prominent role for physicists in science
and technology policy during World War II and during the initial years of the cold war (Dawson
1976, pp. 11–13; Kevles 1979, pp. 287–348).
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Engineers. The Corps was the only agency in the federal government, with the
possible exception of the Tennessee Valley Authority, that had sufficient large-
scale construction experience to undertake the project. In June 1942 the Corps
of Engineers formed a special district, the Manhattan District, to oversee and con-
struct what would come to be called the Manhattan Project. It soon became ap-
parent that lines of authority between the scientific community, represented by
Vannevar Bush, who directed the President’s Office of Scientific Research and
Development, and the Army would have to be clarified. General Brehon Som-
merville, commanding general of the Army Services of Supply (in which the Army
Corps of Engineers was then located) selected Colonel (later Brigadier General)
Leslie Groves, deputy chief of construction in the Corps, to direct the Manhattan
Project. Groves brought the energy, direction, and decisiveness to the project that
was necessary to assure its success.

The task that faced Groves was not only to find a workable design for the bomb,
but also to create an entirely new scientific, technical, and industrial infrastructure
for its production and testing. It would require both the advancement of knowledge
and a unique fusion of scientific, engineering, and technical knowledge. By the
time the bomb was completed and tested on July 1945, the complex included a
series of university-based scientific laboratories, plutonium production facilities,
uranium separation laboratories, and test reactors. Three entirely new cities—Oak
Ridge, Tennessee; Los Alamos, New Mexico; and Hanford, Washington—were
constructed to support the project (figure 4.1).

Research on gaseous diffusion initially was conducted at Columbia University;
research on the electromagnetic separation process, at the University of California
Radiation Laboratory. Development and production facilities were constructed at
Oak Ridge for uranium enrichment, and at Hanford for plutonium production.
The Los Alamos facility, directed by Robert Oppenheimer, was given responsibility
for the actual design and production of the uranium and plutonium bombs.7 “The
manufacturing complex created by the Manhattan Project was approximately the
same size as the U.S. automobile industry at that time” (Pool 1997, p. 40).

The first atomic test explosion of a plutonium bomb (designated Trinity by
Oppenheimer) was conducted at Jornada del Muerto, New Mexico, on July 16,

7. When the Manhattan Project began, it was not possible to predict whether a uranium
bomb or a plutonium bomb would be faster to build. In view of this uncertainty it was decided
to try both. The Oak Ridge facility would focus on separating fissionable U-235 from natural
uranium. The Hanford facilities would focus on plutonium production. Plutonium was a recently
discovered new element not found in nature. It is obtained by bombarding uranium with deuter-
ons—the nuclei of heavy hydrogen atoms. The potential advantage of plutonium was that a fis-
sionable substance could be obtained without building isotope separation plants (Hewlett and
Anderson 1962, pp. 22–23, 88–91, 308–310).
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1945. The first uranium bomb, Little Boy, was detonated over Hiroshima on August
6, 1945, and the plutonium bomb Fat Man was detonated over Nagasaki on August
9, 1945.8

In retrospect it seems evident that Germany did not have the scientific, tech-
nical, and financial resources to construct an atomic bomb: “The German effort
gained momentum slowly, made no real headway in solving the technical problems
of building or testing a bomb, and largely petered out by the end of 1943” (Stoff,
Fanton, and Williams 1991, p. 16). It has also been asserted that the Japanese
government had decided to surrender before the atomic bombs were dropped on
Hiroshima and Nagasaki: “Japan would have surrendered even if the atomic bombs
had not been dropped, even if Russia had not entered the war, and even if no
invasion had been planned or contemplated,” according to the U.S. Strategic Bomb-
ing Survey Report 1945 (quoted in Stoff, Fanton, and Williams 1991, p. 272). It
is possible that both statements are correct, but this information was not available
at the time the decision to drop the bombs was made (Maddox 1995).

In 1942 it had been estimated that the development of the atomic bomb would
cost in the neighborhood of $100 million. In the three years between September
17, 1942, when Groves was appointed to head the Manhattan Project, and July
16, 1945, when the test explosion was conducted at the Trinity site, the total cost
of the Manhattan Project had risen to approximately $2 billion (approximately
$20 billion in year 2000 dollars). It is hard to believe the U.S. political system
would have supported the mobilization of resources of anything like this magnitude
except during war or threat of war.

Atoms for Peace

In 1946 authority to promote and regulate the development of nuclear technology
for both military and nonmilitary purposes was transferred to the newly established
U.S. Atomic Energy Commission (AEC). The laboratories and other facilities that
had been initially established to support the work of the Manhattan Project were
placed under the jurisdiction of the commission.

Initially, neither the AEC nor the power industry evidenced a great deal of
enthusiasm about the prospect for nuclear power development. The AEC focused
much of the effort of its laboratory system on weapons development. The private
sector found the secrecy constraints imposed by the AEC cumbersome and was
concerned about the long-run prospect of an adequate uranium supply: “Because

8. For a graphic description of the physical and human devastation of the bombing of Hiro-
shima, see Hersey (1946).
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of the requirements for uranium in the weapons program dual use breeder reactors
were considered necessary. The AEC initiated a uranium exploration and pro-
curement program to alleviate this material shortage and by the early 1950s the
availability of uranium appeared to no longer be a constraint” (Dawson 1976,
p. 234).9

President Dwight D. Eisenhower’s “Atoms for Peace” speech in December 1953
had the effect of committing the United States to a much more active commercial
nuclear power program. The 1954 Atomic Energy Act provided a statutory basis
for private-sector development of nuclear technology and for cooperation in the
development of “peaceful uses” of nuclear technology with other countries (Hew-
lett and Holl 1989).10

In December 1954 the AEC, under pressure from Congress and the power
industry, announced a Power Demonstration Reactor Program. Detroit Edison pro-
posed a fast-breeder reactor; Yankee Atomic, a consortium of New England util-
ities, proposed a boiling-water reactor; a group headed by Commonwealth Edison
of Chicago proposed a heavy-water reactor; Consolidated Edison of New York
submitted an application to build a pressurized-water reactor; the Consumers
Power District of Nebraska submitted plans for a sodium-graphite reactor.11 By
1962 there were seven commercial nuclear power prototypes in operation in the

9. For an early cautious evaluation, see Schurr and Marschak (1950).
10. The 1954 Atomic Energy Act “represented a compromise among those in the administra-

tion, Congress and industry who preferred that private enterprise develop atomic energy, others
who wanted a cooperative arrangement between government and private industry, and some who
wished the industry to be nationalized. It allowed private corporations to build and own nuclear-
power plants, but government continued to own and control the fuel” (Hughes 1989, p. 438).
Before 1954 the debate about the future of atomic energy was largely confined to the Office of
the President, the military, and the scientists who had been active in the development of the
bomb. Private power interests had not yet acquired sufficient technical capacity to participate ef-
fectively in the debate. Industry representatives were, however, insistent that they did not want
the AEC to become a “nuclear TVA”—owning and operating nuclear power-generating facilities.
To the extent that public interests were involved, they were represented by the scientific com-
munity, whose major concern was that the development of nuclear energy for military and com-
mercial use not be monopolized by the military (Dawson 1976, pp. 222–276).

11. “Nuclear reactors are classified by two of the materials used in their construction: the
coolant used to transfer heat from the reactor core and the moderator used to control the energy
level of the neutrons in the reactor core. In a light water reactor both the coolant and modera-
tor are light water—H2O. In a heavy water reactor both are heavy water—D2O. In a gas graph-
ite reactor the coolant is a gas, usually helium or carbon dioxide, the moderator is graphite”
(Cowan 1990, p. 545). In 1955, at the first international conference on nuclear power, about a
hundred types of reactor piles were discussed. Three years later the number was down to about
twelve. When the U.S. Navy decided to produce a nuclear-powered submarine, after initial ex-
periments by the AEC with six technical variants, two variants were considered, and after a sin-
gle experiment with each, the light-water reactor was selected. This variant was intensively ex-
plored and developed in the following decades (Cowan 1990, pp. 547–548.)
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United States (table 4.1). The effect of these actions was to generate considerable
enthusiasm among the general public, the power industry, and Congress. It was
frequently asserted by nuclear power enthusiasts that nuclear energy would make
electric power so inexpensive that it would be “too cheap to meter” (Pool 1997,
p. 71).

At the time the Power Demonstration Project was announced, the AEC had
already made a decision to cooperate with Duquesne Light and Power and West-
inghouse to build a pressurized light-water reactor at Shippingport, Pennsylvania.
This decision was a direct consequence of a 1950 decision by the Navy to develop
a water-cooled nuclear reactor to propel its first nuclear-powered submarine. Pres-
ident Eisenhower’s “Atoms for Peace” speech in December 1953 committed the
United States to a civilian nuclear power program. The reactor technology that
was most readily available was the pressurized light-water technology that had been
initially developed for use in nuclear-powered submarine and aircraft carriers.

The Navy’s nuclear power program was directed by then Captain (later Ad-
miral) Hyman Rickover, who simultaneously held responsibility for nuclear pro-
pulsion development in the U.S. Navy and headed the naval reactors program of
the AEC. In 1946 the Navy Bureau of Ships assigned Rickover and a small con-
tingent of civil and uniformed staff to Oak Ridge National Laboratory to evaluate
the possible application of nuclear power for naval propulsion. It was recognized
that nuclear-powered submarines would have clear advantages over diesel in terms
of quieter operation, cruise range, speed, and the ability to remain submerged for
a longer time. From 1946, through the launching of the Nautilus nuclear submarine
in 1955, and to 1957, when the Shippingport power plant began operations, the
development of nuclear power for both military and commercial use was almost
completely dominated by Rickover’s powerful engineering skills and personality
(Hewlett and Duncan 1974; Hewlett and Holl 1989; Duncan 2001). The Ship-
pingport reactor began producing electricity for commercial use in 1957, and by
1962 seven experimental nuclear electric power plants were in operation (see table
4.1): “By the mid-1960s experimentation over power reactors was over. The pres-
surized water reactor, by Westinghouse, and the boiling water reactor, built by
General Electric, became the industry standards” (Cantelon, Hewlett, and Williams
1991, p. 305).

In the United States and later in Germany and Japan, large public research and
development (R&D) programs were complemented by substantial private research
investment by firms such as Westinghouse, General Electric, Babcock and Wilcox,
Siemens, AEG, and Mitsubishi. In the United Kingdom, France, and the Soviet
Union (Union of Soviet Socialist Republics), the research was conducted almost
exclusively by the public sector. Nowhere were electric utility firms heavily in-
volved in nuclear research. They assumed that replacing a fossil fuel–fired boiler



Table 4.1. U.S. Nuclear Electric Power Plant Prototypes in 1962

Power Plant
Reactor

Start-Up
Name and Owner Location Type kwa net kwb Date

Shippingport Atomic Power
Station (AEC and Du-
quesne Light Company)

Shippingport, PA Pressurized
water

60,000 231,000 1957

Dresden Nuclear Power Sta-
tion (Commonwealth Edi-
son Company)

Morris, IL Boiling
water

208,000 700,000 1959

Yankee Nuclear Power Sta-
tion (Yankee Atomic Elec-
tric Company)

Rowe, MA Pressurized
water

161,000 540,000 1960

Indian Point Unit No. 1
(Consolidated Edison
Company of New York)

Indian Point, NY Pressurized
water

255,000 585,000 1962

Hallam Nuclear Power Facil-
ity, Sheldon Station (AEC
and Consumers Public
Power District)

Hallam, NE Sodium-
graphite

75,000 240,000 1962

Big Rock Nuclear Power
Plant (Consumers Power
Company)

Big Rock Point, MI Boiling
water

47,800 157,000 1962

Elk River Reactor (AEC and
Rural Cooperative Power
Association)

Elk River, MN Boiling
water

20,000 58,200 1962

Source: “Nuclear Reactor,” 1974, in The New Encyclopaedia Britannica, vol. 13: 318. Reprinted with permission of Encyclo-
paedia Britannica. Copyright � 1974 by Encyclopaedia Britannica.

a Electric output
b Thermal output
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with a nuclear reactor to produce steam would be a relatively simple process: a
nuclear reactor was just another way to boil water.

A number of different reactor designs had been advanced in the late 1950s and
early 1960s. As already noted, the United States elected to use the light-water
cooling and enriched uranium fuel technologies. The British and French initially
used a gas graphite reactor. Canada used heavy water and natural uranium. By the
mid-1960s all of the major industrial countries—the United States, Canada, the
United Kingdom, the Soviet Union, France, Germany, Sweden, and Japan—were
making significant investments in nuclear power generation. Improvements in re-
actor design and construction experience had locked the industry into the light-
water, enriched-uranium path of nuclear energy development. Whether other de-
signs would in fact have been superior in the long run is open to question, although
some of the engineering literature suggests that high-temperature, gas-cooled re-
actors would have been superior.

Brian Arthur (1990, p. 99) and Robin Cowan (1990, pp. 541–567) have in-
terpreted this history as an example of politically inspired “path dependence.” By
the time other technologies became technically and economically viable, it was
too late. The path dependence was forced by strategic rather than technical or
economic considerations. Without the uranium enrichment facilities built by the
AEC for weapons purposes, the commercial reactors built at least through the
mid-1970s would not have been economically feasible (Dawson 1976, p. 268). And
Pool has insisted that without an atomic weapons program no country would have
built enriched-uranium facilities (Pool 1997, p. 43).12

Cost Inflation

As late as the mid-1970s, the U.S. nuclear power industry seemed poised for even
more rapid expansion. Restrictions by the AEC on ownership of nuclear fuel had
been relaxed since the mid-1960s. By 1975 government ownership of uranium
enrichment facilities was the only major exception to private ownership of the
nuclear energy supply system.13 A petroleum supply crisis that began in the early

12. From the late 1960s until the early 1980s, the AEC devoted very large resources to de-
velopment of the liquid metal fast breeder reactor. The technical argument for the breeder reac-
tor was its potential ability to produce more fuel than it consumed. By 1980 it became clear
that the prospects for developing a commercially viable breeder would not be realized until
2025 or beyond. In 1984 appropriations for the Clinch River demonstration project were discon-
tinued (Cohen and Noll 1991, pp. 217–257).

13. Government retention of uranium enrichment facilities was justified by the continuing
concern over the ownership of the natural uranium essential to the military weapons program
(Dawson 1976, p. 259).
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1970s was expected to increase demand for nuclear power. It was completely un-
anticipated that a combination of public safety, health, and environmental concerns
would bring expansion to a halt by the end of the decade.

Cost estimates by the AEC in the 1960s indicated that nuclear power capital
costs would be substantially greater than those of electricity generated by large
coal-fired plants. It was expected, however, that this would be compensated for
by low operating costs due to the limited quantities of uranium fuel required
(Weinberg 1994, p. 28). However, the anticipated economies of scale and cost
reductions from “learning by doing” and “learning by using” were not realized. They
were more than offset by increases in the complexity of reactors, due partly to
initial design errors but largely to increasingly stringent safety standards. In many
cases, final costs exceeded initial estimates by over 100 percent. It became apparent
by the mid-1970s that the simple and comparatively inexpensive light-water re-
actors of the late 1960s were, partly on engineering grounds and partly due to
safety concerns, no longer commercially viable (MacKerron 1994).

Since the early 1970s, safety requirements for nuclear plants in the United States
have been continually tightened by the Nuclear Regulatory Commission in re-
sponse to public risk perception. Although it is not clear that the changes in these
requirements resulted in substantial safety improvements, the frequent design
changes in the course of construction did result in higher construction costs. Av-
erage construction time in the United States rose to twelve years. The costs of
nuclear plants of comparable size, corrected for inflation, quadrupled in little more
than a decade. These higher capital costs pushed the cost of producing electricity
from nuclear-fueled plants even higher as compared to coal-burning plants. In the
United States no new nuclear power plants have been ordered since 1978. Plants
ordered after 1974 were canceled. Strategic considerations continued to weigh
heavily in decisions to sustain or expand nuclear power capacity.14 In many de-
veloping countries nuclear power programs have absorbed a far larger share of
public resources than could be justified in terms of any potential economic benefits
(Marcus 1992, pp. 394–395; Abelson 1996, pp. 463–465; Solingen 1996, p. 188).

Since the late 1990s operational experience and advances in reactor technologies
have led to renewed interest in the role of nuclear power in meeting future electric
power demand (Taylor 2004). This economic interest has been reinforced by the
potential role that nuclear power might play in reducing greenhouse gas emissions.
The authors of an MIT Nuclear Energy Study (2003) argue that a nuclear energy
option should be included, along with increased efficiency in electricity generation

14. In spite of the fact that no new plants were being constructed, nuclear power production
in the United States increased by about 40 percent between 1990 and 2000. This increase was
largely the result of improvements in plant operation (Meserve 2002).
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and use, and renewable energy sources, in any comprehensive effort to reduce
carbon dioxide emissions from energy generation. They argue that if nuclear energy
is to play an important role in meeting the rapidly growing global demand for
electricity, several unresolved problems, in addition to cost, must be successfully
addressed. These are concerns about safety and health, proliferation of nuclear
weapons, and disposal of nuclear wastes. The MIT study group is cautiously op-
timistic that these concerns can be successfully resolved over the next several de-
cades.15

Power based on nuclear fission is still viewed by many scientists and engineers
as a potentially environmentally benign technology capable of replacing fossil fuels
on a large-scale basis (Rhoades and Beller 2000). Physicists and engineers continue
to be intrigued by the possibility of producing controlled fusion reactions in a
power plant to capture the large amounts of energy that are theoretically available.
Fusion has two potentially important advantages. The first is that the fuel, hydrogen
and its isotopes, is much less expensive and more abundant than the heavy metals,
such as uranium, used in fission. The second is that, although the fusion process
would create some radioactive waste, due to irradiation of the plant construction
materials, it would not generate the huge amount of waste produced by fission.
Fusion’s major disadvantage, even if it becomes technically feasible, is one it shares
with existing nuclear fission plants: the high capital cost of initial investment, which
would remain an obstacle to commercial viability (box 4.1).16

Alternative Energy

Concern about the environmental and health implications of fossil fuel and nuclear
technology, combined with the oil price shocks of the 1970s, induced an intense
debate about energy futures. From the end of World War II through the early
1970s, U.S. energy R&D had focused almost entirely on nuclear energy. In 1973,
for example, 67 percent of federal energy R&D expenditures were on nuclear
power. Smaller amounts were spent on coal, petroleum, and natural gas. Renewable
energy sources and conservation were largely ignored (Tilton 1974, pp. 8–15).17

By the late 1970s it was widely assumed that energy conservation could sub-

15. For a less optimistic perspective, see the review of recent literature on nuclear prolifera-
tion by Wolfsthal (2005).

16. In November 2003 the U.S. Department of Energy announced that a $5 billion contribu-
tion to the International Thermonuclear Experimental Reactor (ITER) fusion energy project
ranked first among its list of scientific priorities (Malakoff and Cho 2003, pp. 1126–1127).

17. Hirsh (1999), pp. 72–117. I discuss the issues of alternative renewable and nonrenewable
energy options in greater detail in Ruttan (2001, pp. 270–279).
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Box 4.1. The National Energy Laboratories

The national energy laboratories operated by the U.S. Department of Energy
(DOE) are perhaps the least-understood components of the U.S. national inno-
vation system (Crow and Bozeman 1998). The 1946 legislation that established
the Atomic Energy Commission (AEC) transferred to the commission the
plants, laboratories, equipment, and personnel that had been assembled to
build the atomic bomb.a A major consideration in the establishment of the
AEC was to avoid military control of nuclear technology (Hewlett and Ander-
son 1962, pp. 1–8).

At the time the AEC was established, it “was intended to serve two main
purposes: provision of large scale equipment for basic research and secure facil-
ities for developing technologies for national security” (Westwick 2003, p. 8).
It was given responsibility for governing the use of radioactive materials and
for the development of nuclear technology for both military and civilian use. It
maintained and expanded many of the weapons laboratories that it had inher-
ited from the Manhattan Project, including the major multiprogram national
laboratories.b Each of these facilities was among the largest scientific research
facilities in the world. The AEC employed thousands of scientists and engi-
neers across many disciplines, focusing chiefly on designing, testing, and manu-
facturing nuclear weapons systems. It provided the military with laboratory ac-
cess and services (Crow and Bozeman 1998, pp. 54–55).

In the early 1950s the AEC and the laboratories were confronted with ma-
jor administrative problems, such as how to maintain sufficient program auton-
omy to assure scientific viability and sufficient secrecy to meet the national se-
curity mission.c During the 1950s laboratory budgets expanded rapidly as the
laboratories acquired the increasingly expensive equipment necessary to con-
duct basic research in subatomic and high-energy physics (Seidel 1986). Some
of these developments were controversial even within the laboratory system. In
1961 Alvin Weinberg, director of Oak Ridge National Laboratory, raised three
questions: “First, is Big Science ruining science?; second, is Big Science ruining
us financially?; and third, should we divert a larger part of our effort toward
scientific issues which bear more directly on human well being?” (p. 161).

By the early 1970s events had conspired to force a number of Weinberg’s
concerns onto the AEC agenda. These included the budgetary pressures associ-
ated with the Vietnam War, the slowing of productivity growth in the U.S.
economy beginning in the late 1960s, and the energy shock of the early 1970s:
“Even at the birthplace of AEC high energy physics, Lawrence Radiation Labo-
ratory (LRC), scientists adapted to the new realities. New divisions—Energy
and Environment, Earth Sciences, Materials, and Molecular Research emerged
in the late 1960s and early 1970s to spur the laboratory to renewed growth”
(Seidel 1986, p. 174). Oak Ridge National Laboratory expanded its large-scale

(continued )
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Box 4.1. (continued)

biology program and initiated new programs, drawing on external resources, in
desalinization, civil defense, natural resources, and alternative-energy research
(Teich and Lambright 1976).

In 1975 the AEC was disbanded, and its staff, laboratories, and other facili-
ties were transferred to the newly formed Energy Research and Development
Administration, which was in turn consolidated into a new Department of En-
ergy.d As the cold war was winding down in the 1980s, the research effort of
the DOE national laboratories embraced four broad missions: (1) a national se-
curity mission with a primary goal of maintaining the reliability and safety of
the nation’s nuclear deterrent, and a secondary goal of reducing the risk of nu-
clear proliferation; (2) a science mission that provides universities and industry
with world-class, large-scale scientific facilities (such as synchrotron light
sources, neutron sources, and particle accelerators), supports the nation’s larg-
est federally funded research programs in the physical sciences, and contributes
importantly to national programs in the environmental sciences, life sciences,
and mathematics and computing; (3) an energy mission directed to the develop-
ment of new technologies to produce energy that are affordable, environmen-
tally acceptable, and secure, with the objectives of reducing dependence on the
Persian Gulf region for energy supplies and reducing the risk of climate change
associated with carbon-based energy sources; and (4) an environmental mission
including actions to clean up the DOE nuclear weapons legacy; to stabilize,
safely store, or dispose of nuclear waste; to deactivate, decontaminate, and de-
commission support facilities; and to remediate environmental contamination
resulting from the nuclear weapons and energy programs.

During the 1980s an economic growth mission was superimposed on the
other missions of the DOE national energy laboratories and on all other feder-
ally funded laboratories. It was implemented by a series of institutional innova-
tions governing property rights in the new knowledge and technology gener-
ated by federally funded research and development (R&D; Ruttan 2001,
pp. 576–581). The 1980 Stevenson-Wydler Technology Innovation Act made
technology transfer a mission of all federal laboratories. The Bayh-Dole Act,
passed the same year, gave title to inventions resulting from federal funding to
the performers of the R&D. The Federal Technology Transfer Act of 1986
gave incentives to government-owned and-operated laboratories to commercial-
ize their inventions, and the National Competitiveness Technology Transfer
Act of 1989 extended similar rules to government-owned and contractor-
operated laboratories. The latter two acts encouraged the laboratories to enter
into cooperative R&D agreements (CRADAs) with industrial partners.

Initially there was substantial skepticism on the part of many students of
science and technology policy as to the effectiveness of these institutional inno-

(continued )
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vations (U.S. Secretary of Energy Advisory Board 1994). Over time, however,
careful empirical studies have demonstrated that CRADAs have been much
more effective than anticipated in stimulating both industrial patents and
company-financed R&D (Cohen and Noll 1996; Jaffe and Lerner 2001; Adams,
Chiang, and Jensen 2003). In spite of this accumulating evidence, a sharp re-
action had emerged by the mid-1990s against the dual-use and cooperative
programs that had been directed to enhancing technology transfer from the na-
tional laboratories to the private sector. The argument was not that the pro-
grams were ineffective, but that in an era of budget stringency they were di-
verting effort from traditional defense and energy-related missions (U.S.
Secretary of Energy Advisory Board, 1994; Bozeman and Dietz 2001).

It is doubtful that the new industrial innovation policies introduced in the
1980s will lead to the development of new general-purpose technologies. They
have generated incremental rather than radical technical innovations. They
have had great difficulty in achieving institutional viability within the national
energy laboratory system and in gaining sustained political support. It is possi-
ble, though unlikely, that a national commitment to the development of alter-
natives to carbon-based energy sources could focus the R&D of the national
energy laboratory system on development of new environmentally compatible
general-purpose technologies. (I return to this issue in chapter 8.)

Sources: In preparing this box I found Crow and Bozeman (1998) and Westwick (2003) particu-
larly useful. In addition to works cited in the text, I draw on Curtis, McTeague, and Cheney
(1997) and Lawler (1996).

a A major consideration in the establishment of the AEC was to avoid military control of nu-
clear technology. The AEC was governed by a five-man board. The board was chaired by David
Lilienthal, formerly chairman of the Tennessee Valley Authority.

b Initially the term national laboratory was reserved for a limited number of multiprogram labo-
ratories that were engaged in basic research, such as Argonne, Berkeley, Brookhaven, Los Alamos,
and Oak Ridge. Other sites, such as Hanford and Sandia, that were initially focused on the pro-
duction of nuclear weapons and weapons material were not covered by the term. As their scope
of research broadened over time, the term became more inclusive (Westwick 2003, p. 9).

c For a very thorough discussion of the program, administrative, and political issues that con-
fronted the national energy laboratory system between the late 1940s and the early 1970s, see
Westwick (2003).

d In the two decades after the incorporation of the AEC into the DOE, more than twenty ma-
jor commissions or task forces were chartered to address the question of just what the United
States should expect from its system of national energy laboratories. For a critique of these efforts,
see Crow and Bozeman (1998).
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stantially slow the rate of growth in energy use and that by the end of the century
renewable energy sources could account for a substantial share of incremental
growth in energy production. It was recognized, however, that the substitution of
renewable energy for fossil fuel and nuclear sources, and the slowing of energy
use, could be achieved only by changes in the technology of electric power gen-
eration, in the technology of energy use, and in the incentives facing both producers
and consumers.

A series of government interventions, beginning with the Clean Air Act of 1970
and the Public Utility Regulatory Policies Act of 1978, were designed to address
the environmental health implications of electric power production. There have
also been interventions designed to encourage the development and adoption of
energy-conserving technologies and practices. By the mid-1990s it was clear that
the changes in technology and policy were quite different from the changes that
had been anticipated by reform advocates in the 1970s and 1980s. Design im-
provements have led to rapid improvements in the efficiency of gas turbines for
the generation of electricity and to rapid increase in the use of natural gas as a
primary energy source for the production of electricity (Martin 1996; Alic, Mow-
ery, and Rubin 2003, pp. 13–14). The changes in energy technology and policy
since the early 1970s, particularly the substitution of natural gas for coal in elec-
tricity generation, have been associated with continuation of the long-term trend
toward energy sources with lower carbon content.18

If the trend toward decarburization is to continue into the middle of the twenty-
first century and beyond, it may depend on the use of pure hydrogen as a fuel.
This will require the development of an economically viable technology for elec-
trolyzing water (Ausubel 1991; Grübler and Nakicenovic 1996). Water (H2O) can
be split into hydrogen and oxygen by having an electric current passed through
it. In the 1950s and 1960s, it was anticipated that the cost of electricity produced
by nuclear power would be low enough to make electrolytic hydrogen production
economically viable. In the 1980s and the 1990s, advances in photoelectric cell
technology again created considerable optimism that hydrogen would become an
economically viable fuel (Ogden and Williams 1989). The Bush administration
announced in January 2003 a commitment to a $1.2 billion research initiative to
replace carbon with hydrogen-based fuels in the field of transportation. The pros-
pect that a “hydrogen economy” will be successfully implemented during the first

18. As this book was being completed, price increases were slowing the transition to use of
natural gas in electric power production. By the mid-2000s coal-fired electricity-generating plants
were accounting for an increasing share of new generating capacity in the United States and in
several rapidly growing developing countries such as China and India (Barta and Smith 2004).
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half of this century, however, remains controversial (National Research Council
and National Academy of Engineering 2004; Romm 2004; Sperling and Ogden
2004).

Perspective

Nuclear power is the most clear-cut example discussed in this book of an important
general-purpose technology that in the absence of military and defense-related pro-
curement would not have been developed at all—it would not have been developed
“anyway.” It is exceedingly difficult to imagine that, without the threat of Ger-
many’s developing nuclear weapons during World War II, the U.S. government
would have mobilized the scientific, technical, and financial resources devoted to
the Manhattan Project. It is equally difficult to imagine circumstances other than
the cold war that would have enabled the U.S. government to sustain its investment
in nuclear energy into the 1980s.

What if there had been no Manhattan Project? Pool has argued that, in the
absence of an atomic weapons program, the United States would not have built
nuclear enrichment facilities. And without the enriched uranium supplied by the
AEC’s weapons program, it is unlikely that a nuclear navy program would have
been implemented or that a nuclear power program would have been developed
(Pool 1997, p. 43). Chauncey Starr, one of the more experienced and thoughtful
observers of the nuclear power industry, speculated in the mid-1990s that, in the
absence of the threat of war, Hahn and Strassman’s work would have been written
up in the scientific literature and treated as a subject of mostly academic interest.
Because of the high cost, research and development of atomic reactors would have
proceeded at a modest pace. Low-power nuclear reactors would have been de-
veloped to produce isotopes primarily for medical and industrial applications (Pool
1997, p. 41).

During the last quarter of the nineteenth century, the electric light and power
industry emerged as the most dynamic general-purpose technology in the U.S.
economy. During the first half of the twentieth century, it was a major source of
productivity and economic growth in the United States and other industrial econ-
omies (Ruttan 2001, pp. 247–266). At mid-century there were great expectations
that the exploitation of nuclear energy would enable the electric power industry
to renew its role as a dynamic source of economic growth by making electricity
available to industry and consumers on increasingly favorable terms—“too cheap
to meter.” These expectations have not been realized.

It is possible that during the first half of the twenty-first century nuclear power
will be able to make a significant contribution to meeting the growth in demand
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for electric power, and by substituting for carbon-based fuels, to contribute to
slowing the accumulation of greenhouse gases in the atmosphere. In retrospect it
seems quite possible that if the United States had proceeded at a more measured
pace in the development and introduction of nuclear power in the 1950s and
1960s, it would today be in a stronger position to bring nuclear technology to bear
in meeting the demands of the twenty-first century.
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Grübler, A. 1998. Technology and Global Change. Cambridge: Cambridge University
Press.
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5

The Computer Industry

The development of the electronic digital computer was preceded by a long history
of mechanical and electromechanical tabulating machines. In the latter years of
the nineteenth century, numerous office machines—typewriters, adding machines,
cash registers, mechanical calculators, and billing and accounting devices—were
introduced.1 In 1886 Herman Hollerith, a statistician employed at the U.S. Census
Office, designed and built an electrically run tabulator that used punch card inputs
and electrical card reading. The Hollerith machine was able to process census data
in one third of the time it would have taken with handwritten tally sheets (Cortada
1993; Ruttan 2001, pp. 317–319).

In this chapter I trace the role of military procurement on the development of
the computer industry. During and immediately after World War II, major efforts
were made, with the support of the military, to develop fully electronic computing
machines. The role of the military in driving the development of computer, semi-
conductor, and software technologies cannot be overemphasized. Until well into
the 1960s, these technologies were nourished by markets that were almost com-
pletely dependent on the defense, energy, and space agencies and industries. An
important subtheme in this chapter is the intimate relationship between advances
in science and those in technology in the development of the computer, the tran-
sistor, and computer software.

1. In this chapter I have drawn extensively on “The Computer and Semiconductor Industries”
in Ruttan (2001, pp. 316–367). I define the computer industry broadly to include semiconduc-
tors and software.
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Inventing the Computer

The first fully automatic calculator was a product of collaboration between Harvard
University and International Business Machines (IBM). The Automatic Sequence
Controlled Calculator (Mark I), an electromechanical machine, was completed in
1944. It could add, subtract, multiply, divide, and table reference. Input data were
entered on punched cards, and output was recorded either on punched cards or
on an electric typewriter. Early models were built for the Navy and Air Force.2

In 1947, drawing on its experience in constructing the Mark I, IBM constructed
a “super calculator,” the Selective Sequence Electronic Calculator (SSEC). It was
a “gigantic hybrid of electronic and mechanical parts, half modern computer and
half punch card machine” (Watson 1990, p. 190).

Firing Tables and Cryptology

The first all-purpose electronic digital computer was developed by John W.
Mauchly and J. Presper Eckert and associates at the University of Pennsylvania’s
Moore School of Electrical Engineering.3 The Army Ballistics Research Laboratory
(BRL) was confronted with the enormous labor involved in calculating artillery
firing tables. Against the advice of the U.S. computing establishment, it “chose to
gamble on an untested technology” (Flamm 1988, p. 252). The Mauchly-Eckert
machine, the Electronic Numerical Integrator and Calculator (ENIAC), was com-
pleted in 1946. It was capable of computing more than a thousand times faster
than any available electromechanical machine: “The ignition of the hydrogen bomb

2. The best short treatment of the role of military procurement in computer development is
Seidel (2002). The most useful book-length treatments of the development of the computer are
Ceruzzi (2003) and Flamm (1987; 1988). In this section I also draw on Bashe et al. (1986),
Katz and Phillips (1982), Pugh (1984, pp. 301–312), Shurkin (1984), Campbell-Kelley and As-
pray (1996), Mowery and Rosenberg (1998, pp. 135–151), and National Research Council
(1999, pp. 85–135).

3. The electronic digital computer was conceived by John V. Atanasoff of Iowa State Univer-
sity in 1937. In December 1940 he demonstrated a small prototype, and in 1941 he published
an article on the theory and design of computers. In 1941 Mauchly visited Iowa State to exam-
ine the computer, read the technical papers, and discuss his work with Atanasoff. Iowa State
failed to patent the Atanasoff design. Although the issue remains controversial, most historians
of computing now credit Atanasoff rather than Mauchly and Eckert as the inventor of the elec-
tronic digital computer (Shurkin 1984, pp. 114–116; Slater 1987, pp. 53–79). For other precur-
sors to Mauchly and Eckert in the development of the electronic digital computer, see Lee
(2002).
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was simulated in the first program run on the ENIAC” (Seidel 2002, p. 191).4 The
successful completion of the ENIAC provided a great impetus for the development
of the computer by stimulating further defense agency demand, even though the
ENIAC had no immediate commercial applications.

A second computer developed by the Moore School group, the Electronic Dis-
creet Variable Computer (EDVAC), had an even more important impact on future
computer development. It incorporated the concept of a stored program and se-
quential processing developed by Mauchly, Eckert, and Herman Goldstein of the
Moore group and the mathematician John von Neumann of Princeton University’s
Institute for Advanced Study. In what came to be referred to as the von Neumann
architecture, the processing unit of the computer fetched instructions from a central
memory that stored both data and programs, operated on the data (for example,
added or subtracted), and returned the results to a central memory.5

In the early postwar period, there was rapid formation and consolidation of firms
to exploit the new technology under the impetus of defense agency demand (Nor-
berg 2002). Eckert and Mauchly formed the Electric Control Company in June
1946 and the Eckert-Mauchly Computer Corporation (EMCC) in 1947. Because
they had difficulty raising significant capital to complete their development work,
Eckert and Mauchly accepted an offer to be acquired by Remington Rand in 1950.
They brought with them several contracts, including one with the Bureau of the
Census to develop an EDVAC-type computer, the Universal Automatic Computer
(UNIVAC).

A second pioneering computer company, Engineering Research Associates
(ERA), was formed in St. Paul, Minnesota, in 1946. The founders of ERA were
drawn from the Naval Communications Supplemental Activity, located in St. Paul,
which had been involved in developing computers in support of the Navy’s work
in cryptology.6 “With ERA,” summarizes the National Research Council (NRC),

4. Flamm notes that the decision was facilitated by the support of John von Neumann, “who
was concerned about the enormous computational demands of nuclear weapons design” (1988,
p. 252). The initial cost of building the ENIAC was estimated as $50,000. The final cost was in
the neighborhood of $500,000 (Edwards 1996, p. 51).

5. The first electronic digital von Neumann–type stored-program computer to be placed in
regular operation in the United States was the Standard Eastern Automatic Computer completed
by the National Bureau of Standards in 1950. It was the source of a number of important tech-
nical innovations, including solid-state logic. Its development was supported by both the Navy
and the Army (Flamm 1988, pp. 68–75).

6. As early as 1943 a team led by Alan Turing at the British Government Code and Cypher
School developed an electronic digital computer, the Colossus, designed to automate the decod-
ing of German military communications. The machine could not store programs internally (Ed-
wards 1996, pp. 16–18).
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“the Navy effectively privatized its wartime cryptography and was able to maintain
civilian expertise through the radical postwar demobilization” (1999, p. 91). ERA’s
first major computer system, the Atlas, was delivered to the Navy in December
1950. A modified version designed for commercial applications, the ERA 1101,
became available in 1952. ERA also ran into financial difficulties and agreed to be
acquired by Remington Rand in 1952. With its Eckert-Mauchly and ERA oper-
ations, Remington Rand controlled a significant share of the total computer en-
gineering capacity in the United States (Tomash and Cohen 1979).

Both Eckert-Mauchly and the ERA group were disappointed by Remington
Rand’s lack of enthusiasm for commercial development. This lack of enthusiasm
was shared by other office equipment manufacturers (Cortada 1993, pp. 222–246).
In 1950 IBM president Thomas Watson, Sr., reportedly asserted that the SSEC,
the electromechanical machine developed by IBM and on display at the IBM head-
quarters in New York City, was sufficient to “solve all the important scientific
problems in the world involving scientific calculations” (Katz and Phillips 1982,
p. 171). Although Watson apparently saw only limited commercial possibilities for
computers, IBM was already making substantial investment in electronics research.

It was the Korean War that led to a decision by IBM to test the market for
commercial computers. Assured by letters of intent from government agencies and
defense-related firms, IBM initiated the Defense Calculator project in early 1951.
When a rental price of $15,000 per month was announced, many of the prospective
clients withdrew (Katz and Phillips 1982, p. 177). IBM decided, however, to go
ahead with development of the machine, to be renamed the IBM 701. At the end
of March 1953, the first external installation of an IBM 701 took place at the U.S.
Atomic Energy Commission’s (AEC) Los Alamos Laboratory (MacKenzie 1996,
p. 114). “Replacement of the SSEC as the show piece of IBM’s computer capability
signaled the transition of IBM to a new era of postwar electronic computer tech-
nology” (Pugh 1984, p. 32).7

7. Arthur Norberg has pointed out that Eckert-Mauchly (EMCC), ERA, and IBM required
about the same length of time to design and deliver a computer system. EMCC began first in
1946 and delivered the Binary Automatic Computer to Northrop Aviation in 1949. ERA re-
ceived a contract to design and build the Atlas in 1947 and delivered the machine to the Na-
tional Security Agency in 1953. Development work on the IBM Defense Calculator and the IBM
650 project began in 1948. The defense calculator appeared in 1951; a commercial version, the
IBM 701, in December 1952; and the IBM 650, in 1954. Thus, by the mid-1950s the three
firms had achieved roughly comparable capacity (Norberg 1993, p. 193). For greater detail on
the early history of ERA, see Tomash and Cohen (1979). For a highly personal account of the
cautious entry of IBM into the electronic digital computer field, see Watson (1990, pp. 130–146,
188–207, 227–238). Cortada has emphasized that the practices worked out over the previous
several decades in the office machinery business “enabled IBM management to enter the com-
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Whirlwind and the Semi-Automatic Ground Environment

Intensification of the cold war in the early 1950s played a critical role in the de-
velopment of IBM’s capacity to market a fully transistorized commercial computer
(Usselman 1993).8 The impetus came from a decision by IBM to cooperate with
the Massachusetts Institute of Technology (MIT) Lincoln Laboratory in the design
and development of a computerized air defense system, the Semi-Automatic
Ground Environment (SAGE), funded by the U.S. Air Force. The computer tech-
nology developed for the SAGE Project was a direct outgrowth of Project Whirl-
wind, originally intended to develop a general-purpose flight simulator, which had
been initiated during World War II by a group of young graduate engineers led
by Jay Forrester at the MIT Servomechanisms Laboratory and funded by the Office
of Naval Research (ONR).

In 1946 Forester succeeded in convincing the U.S. Department of Defense
(DOD) to commit the large resources needed to expand the goal of the Whirlwind
program to the design of a real-time general-purpose digital computer that could
serve functions other than flight simulation. In 1950, as the development of the
Whirlwind computer was being completed, the ONR, facing increasing budgetary
pressure and skeptical that Whirlwind would be as useful as had earlier been an-
ticipated, entered into negotiations with MIT about reducing its level of funding
for the project. A fortuitous visit to the Servomechanism Laboratory in January
1950 by George E. Valley, Jr., an MIT physics professor and chairman of the Air
Defense System Engineering Committee, led to Valley’s interest in the potential
role that Whirlwind might play in an Air Force project to develop a computer-
based air defense system. Arrangements were made to shift the major funding of
Whirlwind from ONR to the Air Force.9

The task envisaged for SAGE was to detect alien aircraft, select appropriate

puter business with proven methods of marketing and support and a customer base that could
migrate to the new technology” (1993, p. 127).

8. The IBM decision was also influenced by a 1951 U.S. Justice Department antitrust suit
against IBM over its policy of only leasing its tabulating machines, monopolization of the punch
card market, and discrimination in punch card sales. IBM president Thomas J. Watson, Jr.,
agreed to a consent decree resolving the antitrust suit in 1956. His strategy was to forego domi-
nance in the mature tabulating and card markets and achieve dominance in the computer mar-
ket. Air Force and AEC contracts contributed substantially to the success of Watson’s strategy
(Jorgensen 1996).

9. For the definitive study of the Whirlwind Project and of the role of the MIT team di-
rected by Jay Forrester in the development of Whirlwind and SAGE, see the book From Whirl-
wind to MITRE (Redmond and Smith 2000); see also National Research Council (1999, pp. 92–
95).



96 IS WAR NECESSARY FOR ECONOMIC GROWTH?

interceptor aircraft, and determine antiaircraft missile trajectories. Critical to
the SAGE system would be two pieces of equipment that in 1950 still had to be
designed, built, and tested: (1) a high-speed electronic digital processing machine
that would be located at each radar site to perform real-time processing of radar
signals and send the data over telephone lines to the command-and-control cen-
ter, and (2) a central computer located at the command-and-control center that
would accept and process the data from the distributed radar sites. The system
would have to store and process large amounts of information and coordinate
several computers in real time (Redmond and Smith 2000, p. 2). By 1951 work
had progressed to the point where a successful simulation test involving live air-
craft could be carried out over Medford, Massachusetts (Redmond and Smith
2000, p. 3).

By the middle of 1952 sufficient progress had been made in the design of
Whirlwind II that the project team initiated efforts to identify a manufacturer
who might have the capacity to build a prototype and a production model of the
machine. Preliminary inquiry identified five firms as potential collaborators: the
Bell System (Bell Telephone Laboratories and Western Electric), Radio Corpora-
tion of America (RCA), Raytheon, Remington Rand (Eckert-Mauchly and ERA),
and IBM. Following meetings with representatives of each firm and visits to facil-
ities by Whirlwind managers, Bell and RCA withdrew from further consideration
because of the pressure of prior staff commitments. Raytheon was thought to lack
engineering capacity, and the two divisions of Remington Rand were not suffi-
ciently integrated. By a substantial margin, IBM was judged to be the best choice
for a collaborator.

In fall 1952 managers and engineers at MIT and IBM initiated a period of intense
and frequently stressful collaboration that led from the building of an air defense
computer to an air defense system. In 1953 and 1954 experimental tests of the
system were conducted over Cape Cod (the Cape Cod System). In 1958 the first
sector of the SAGE system became fully operational. In December 15, 1961, the
last North American link in the SAGE air defense system, which included twenty-
one sectors stretching along the East and West Coasts, along the northern states,
and into northern Canada were turned over to the Air Defense Command. By the
time it was completed, IBM had built fifty-four computers for the SAGE system.

The SAGE project was a driving force behind the commercial development of
the American computer industry and has been deemed the most important learning
experience in computer history. It led to many of the inventions that we have
come to expect in our personal computers (Katz and Phillips 1982; Hughes 1998,
pp. 15–67): “It revolutionized the information industry by spanning in one inspired
leap the prehistoric computer era of serial batch processing and the modern world



Table 5.1. Early U.S. Support for Computers

First Generation of U.S.
Computer Projects

Estimated Cost of
Each Machine
(Thousands of

Dollars) Source of Funding
Initial

Operation

ENIAC 750 Army 1945
Harvard Mark II (partly elec-

tromechanical)
840 Navy 1947

Eckert-Mauchly BINAC 278 Air Force (Northrop) 1949
Harvard Mark III (partly elec-

tromechanical)
1,160 Navy 1949

NBS Interim computer
(SEAC)

188 Air Force 1950

ERA 1101 (Atlas I) 500 Navy/NSA 1950
Eckert-Mauchly UNIVAC 400–500 Army via Census; Air Force 1951
MIT Whirlwind 4,000–5,000 Navy; Air Force 1951
Princeton IAS computer 650 Army; Navy; RCA; AEC 1951
University of California

CALDIC
95 Navy 1951

Harvard Mark IV — Air Force 1951
EDVAC 467 Army 1952
Raytheon Hurrican (RAY-

DAC)
460 Navy 1952

ORDVAC 600 Army 1952
NBS/UCLA Zephyr computer

(SWAC)
400 Navy, Air Force 1952

ERA Logistics computer 350–650 Navy 1953
ERA 1102 (3 built) 1,400 Air Force 1953
ERA 1103 (Atlas II, 20 built) 895 Navy/NSA 1953
IBM Naval Ordinance Research

Computer (NORC)
2,500 Navy 1955

Source: Kenneth Flamm, 1988, Creating the Computer: Government, Industry and High Technology (Washington, DC: Brook-
ings Institution Press), 76. Copyright � 1988. Reprinted with permission of Brookings Institution Press.
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of interactive systems” (Redmond and Smith 2000, p. 442).10 During the first two
decades of computer development, its technical cutting edge was advanced pri-
marily by government laboratories or by private industry engaged in military and
defense-related research (National Research Council 1999, pp. 86–96).

By the late 1950s progress in semiconductor development was beginning to open
up the possibility of designing smaller and less expensive computers. In 1957 Ken-
neth Olson, a former IBM employee, and Harlan Anderson founded Digital Equip-
ment Corporation (DEC) with $30,000 in venture capital funding. Olson was com-
mitted to a vision of computers that were smaller, easier to operate, and much
less expensive than an IBM mainframe (Rifkin and Harrar 1988). The first DEC
computer, the PDP-1, was demonstrated in 1959: “It sold for $120,000, contained
4K bytes of memory, was the size of a refrigerator, and included a cathode ray
television-like video display built in the console” (Langlois 1992, p. 7). The PDP-
8, introduced in 1965, was the first computer to use integrated circuits. The initial
commercial success of the DEC computers encouraged the entry of other firms,
such as Data General, Scientific Data Systems, Hewlett-Packard, and Wang, to
enter the minicomputer market. From a long-term perspective, the significance of
the minicomputers is that they provided a bridge between the mainframe and the
microcomputer, for “the minicomputer generated the seeds of its own destruction”
(Ceruzzi 2003, p. 206). The minicomputer market peaked in the early 1980s. The
development of the microcomputer was dependent on the development of semi-
conductors—the transistor and the microprocessor.11

10. The innovations made in connection with the SAGE project at MIT and IBM included
(1) techniques to manufacture ferrite core memory rapidly, inexpensively, and reliably; (2)
computer-to-computer telecommunications; (3) real-time simultaneous use by many operators;
(4) keyboard terminals for man-machine interaction; (5) simultaneous use of two linked comput-
ers; (6) ability to devolve certain functions to remote locations without interfering with the dual
processors; (7) use of display options independent of dual processors; (8) inclusion of an inter-
rupt system, diagnostic programming, and maintenance warning techniques; and (9) memory de-
velopment (Katz and Phillips 1982, p. 185; National Research Council 1999, pp. 92–94). Most
of these advances were incorporated into IBM’s first fully transistorized computer, the 7090.
Other IBM 7090 innovations included (1) radically new parallel architecture, permitting several
operations to be performed simultaneously; (2) standard modular systems component technology;
(3) printed circuit cards and improved back-wiring; (4) an 8-bit byte; (5) greatly improved tran-
sistors and the means of manufacturing them; (6) a common mode for attaching peripherals; (7)
a combination of decimal and binary arithmetic; and (8) combined fixed and variable word length
operations (Katz and Phillips 1982, p. 189). Pugh notes that the development of high-speed fer-
rite core memories that could be mass produced at low cost was probably the most important
innovation that made stored-program computers a practical commercial reality (1984, p. ix).

11. Military procurement played only an indirect role in the development of the microcom-
puter. For an excellent review of the development of the microcomputer—the personal com-
puter—see Ceruzzi (2003, pp. 207–241). See also Ruttan (2001, pp. 331–337).
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Semiconductors

It was understood even in the 1940s that the speed, reliability, physical size, and
heat-generating properties of the vacuum tubes used in telephone switching devices
would become a major technical constraint on electric switching.12 The first work-
ing transistor emerged out of research led by William Shockley of the Bell Tele-
phone Laboratories solid-state research group in late 1947.13 Shockley joined Bell
in 1936 after receiving a Ph.D. in physics from MIT. Shortly after Shockley joined
Bell Laboratories, Mervin Kelly, director of research, emphasized to Shockley his
interest in developing electronic switching, in which metal contacts would be re-
placed by electronic devices. In the late 1930s Shockley began to consider the
possibility of an approach to developing electronic switching devices, an approach
based on solid-state physics.

After World War II Bell Laboratories formed a Solid State Department to de-
velop new knowledge that might be used in the development of completely new
and improved components and apparatuses for communications systems. In at-
tempting to understand why a prototype semiconductor amplifier developed earlier
by Shockley had failed, two colleagues, John Bardeen and Walter Brattain, pro-
duced the first working transistor (the point-contact design) on December 15,
1947. Their work led to an effort by Shockley to develop the bipolar junction
transistor. A satisfactory design was not achieved, however, until spring 1950. Ad-
vances in process engineering, particularly the development of techniques for pro-
ducing germanium and silicon crystals, were required before production of the
junction transistor would become feasible (Shockley 1976, pp. 597–620; Teal
1976, pp. 621–639; Bassett 2002, pp. 12–22).14

12. In this section I draw heavily on Nelson (1962); Katz and Phillips (1982); Levine (1982);
Mowery (1983, pp. 183–197); Riordan and Hoddeson (1997); and Mowery and Rosenberg
(1998, pp. 124–135, 151–152). For discussion of the scientific and engineering aspects of semi-
conductors, including circuit design, engineering, and fabrication, see Warner (1965).

13. A semiconductor is an electric circuit component, such as a transistor (or chip) that is
fabricated from a material that is neither a good conductor of electricity nor a good insulator.
Pure silicon is a poor conductor of electricity, but by a process called “doping” a number of at-
oms of another substance can be introduced into the silicon crystal to alter the electrical proper-
ties. A transistor is made of three layers of silicon. Each layer is doped with impurities in such a
way that electric current passing through the transistor can be influenced by the much smaller
current applied to the middle layer. An integrated circuit is a single chip that has more than one
active device on it, such as transistors, diodes, resistors, or capacitors, as part of an electric cir-
cuit. The first integrated circuits required that the connections between circuit elements be made
by hand. There are three main types of integrated circuits: (1) memory chips, (2) microproces-
sors, and (3) microcomponents (Ruttan 2001, pp. 326–328).

14. Although the transistor is sometimes cited as an example of a “science push” invention, a
clear demand-side incentive for the development of such a device was apparent at Bell Tele-
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The relationship between the development of science and that of technology in
the work of Shockley, Bardeen, and Brattain at Bell Laboratories was clearly much
more complex than is implied by the linear model in which basic research precedes
applied research, and applied research precedes technology development (figure
3.1). The Bell Laboratories group was involved simultaneously in advancing semi-
conductor theory and in semiconductor technology development. Although the
work of Shockley, Bardeen, and Brattain was directed to the solution of an im-
mensely important engineering problem, it was regarded as sufficiently fundamental
that the team was awarded the Nobel Prize in Physics in 1956 (Shockley 1976).

Until the late 1950s transistors were discrete devices—each transistor had to be
connected to other transistors on a circuit board. In the mid-1950s Texas Instru-
ments, then the leader in silicon transistor production, initiated a research program
under the direction of Jack Kilby to repackage the semiconductor products (tran-
sistors, resistors, and capacitors) as single components to reduce circuit intercon-
nections. In 1958 Kilby’s efforts resulted in a first very crude integrated circuit.
The costs of assembling the separate components of Kilby’s device by hand were
too expensive for commercial application. At about the same time, however, Rob-
ert Noyce and Gordon Moore at Fairchild Semiconductor independently invented
the integrated circuit. The invention, termed the planar process, involved incor-
porating very small transistors and resistors on a small sliver of silicon and adding
microscopic wires to interconnected adjacent components.

The third major invention in the development of the semiconductor industry
was the microprocessor. There are two types of integrated circuits that were critical
in the development of computers. One, a memory chip, allows the computer to
temporarily remember programs and other information. The other is the micro-
processor, which processes the information rather than stores it.15 The first micro-

phone Laboratories. The motives of Bell Laboratories for establishing the solid-state physics
group were that major advances in the field were likely to be fruitful in improving communica-
tions technology. Shockley’s own interests embraced both the prospect of advancing semiconduc-
tor theory and of developing a solid-state amplifier. The approach that Shockley and his associ-
ates at Bell undertook was to make an electronic amplifier of semiconductor material. This
approach involved advancing the understanding of electron flow in semiconductor materials
(Shockley 1976, pp. 618–619).

15. The critical invention that led to the development of the microprocessor was the metal
oxide semiconductor (MOS). Initially the MOS transistor was much slower than the bipolar
transistor but offered the offsetting benefit of simplicity, which enabled designers to put more
transistors on an integrated circuit. The MOS technology made it possible to put the entire cen-
tral processing unit on an integrated circuit. The first MOS transistor was built in 1960 by RCA
under an Air Force contract. The transition from the bipolar point-contact technology to the
metal oxide semiconductor technological trajectory occurred slowly. It took more than ten years
to go from initial conception to commercial viability at Intel. For a detailed exposition of the
history of MOS technology, see Bassett (2002).
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processor was developed by Intel in 1969–1970. Technical progress in the inte-
grated circuit era has moved along a trajectory toward increasing the density of
circuit elements per chip: “In 1965 the cofounder of Intel, Gordon Moore, pre-
dicted that the number of transistors per integrated circuit would double every 18
months. This has come to be referred to as Moore’s Law” (Jovanovic and Rousseau
2002; Flamm 2004, p. 170; see figure 5.1).

The potential military applications of semiconductors were immediately ap-
parent. The transition between the initial invention of the transistor and the de-
velopment of military and commercial applications of semiconductors and inte-
grated circuits was guided and substantially funded by the Army Signal Corps. By
1953 the Army Signal Corps Engineering Laboratory was funding approximately
50 percent of transistor research and development at Bell Laboratories. The Signal
Corps Engineering Laboratory at Fort Monmouth, New Jersey, developed the tech-
nology to replace hand soldering of components, a critical advance in the transition
to mass production of transistor radios. In 1953 the Signal Corps underwrote the
construction of a large Western Electric transistor plant at Lauredale, Pennsylvania.
By the mid-1950s it had also subsidized facility construction by General Electric,
Raytheon, RCA, and Sylvania. Funding was also provided for engineering devel-
opment (Misa 1985, pp. 253–287).16

Demand created by the Minuteman II missile and the Apollo space projects
(see chapter 7) pushed U.S. firms rapidly down the design and production learning
curves (Alic et al. 1992, p. 257; Langlois and Steinmueller 1999, pp. 35–36). The
diffusion of knowledge and the entry of new firms were encouraged by the military
procurement policy of “second sourcing” to avoid becoming dependent on a single
supplier: “By subsidizing engineering development and the construction of man-
ufacturing facilities, and by leading the movement to standard operating charac-
teristics, the military catalyzed the establishment of an industrial base” (Misa 1985,
p. 28; see also Langlois and Steinmueller 1999, pp. 26–28). Demand for semi-
conductors continued to be dominated by direct procurement for military, nuclear
power, and space applications as the need for increasingly powerful computers
grew well into the 1970s (Wessner 2003, p. 13).

As already noted, progress in semiconductor development was beginning to open
up the possibility of designing smaller and less expensive computers. When the
PDP-8, the first computer to use integrated circuits, was introduced in 1965, it
sold for $18,000 and could be rented for $525 per month. The transition from
the minicomputer to the microcomputer—the personal computer—had to await

16. For a critical assessment of the role of military procurement in the development of semi-
conductors, see DeGrasse (1983, pp. 84–91).
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Figure 5.1. Transistor densities on microprocessors and memory chips. Adapted from G.
Dan Hutchinson and Jerry D. Hutcheson, 1996, “Technology and Economics in the
Semiconductor Industry,” Scientific American 274 (January): 61. Used with permission of
VLSI Research Inc.

Intel’s 1969 development of the programmable chip. With the development and
diffusion of the minicomputer and the microcomputer, the primary sources of
demand for semiconductors, primarily memory chips and microprocessors, shifted
strongly in the direction of commercial technology.17

17. It was the density of MOS circuitry that led to the dramatic reductions in the cost of
semiconductor memory and microprocessor chips that made the personal computer possible. Be-
cause of their emphasis on speed, bipolar transistors continued to be the primary technology em-
ployed on the semiconductors by producers of mainframe computers, such as IBM, Control
Data, and Cray, until well into the 1980s (Bassett 2002). I do not discuss in this chapter the de-
velopment of the personal computer. I have reviewed the early history of personal computer de-
velopment in Ruttan (2001, pp. 331–335).
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The development of integrated circuits has had the effect of increasing the fixed
costs of innovation, which became a barrier to the entry of new firms into the
industry. In the 1970s U.S. producers shifted substantial production assembly ca-
pacity to low-wage developing countries, particularly Mexico, Taiwan, Singapore,
Malaysia, and Korea. By the early 1980s Japanese semiconductor makers were turn-
ing out memory chips of much higher quality and for lower prices than even the
leading U.S. producers, such as Intel. By the late 1980s Intel had withdrawn from
the highly competitive memory chip sector to concentrate on the production of
microprocessors (Ruttan 2001, pp. 328–331).

Concern by the defense agencies about the loss of U.S. competitive advantage
led to the formation of SEMATECH, a consortium of semiconductor equipment
manufacturing companies. A primary objective was to strengthen domestic in-
novation and capacity in the semiconductor equipment manufacturing industry.
From its founding in 1987 until the mid-1990s, when it evolved from a U.S.-only
consortium into a global consortium, SEMATECH received substantial funding
from the Defense Advanced Research Projects Agency (DARPA).18

Supercomputers

In the early 1950s there was a relatively clear-cut distinction between computers
designed primarily for business and those designed for scientific applications. The
1952 IBM 701 and the 1954 IBM 704 were regarded as scientific computers,
whereas the 1953 IBM 702 and the IBM 705 were regarded primarily as business
data processors.19

The AEC weapons laboratories were an early major source of demand for high-
speed scientific computers. In the mid-1950s the weapons designers at Livermore
National Laboratory estimated that “they would need a computer having one hun-
dred times the power of any existing system” (MacKenzie 1996, p. 114). Bids were
sought for such a machine from both IBM and Remington Rand. Livermore Na-
tional Laboratory commissioned the development of LARC from Remington Rand,
and the Los Alamos National Laboratory commissioned the Stretch from IBM.

18. I have discussed issues of international competition and the formation of SEMATECH
and its troubled history in greater detail in Ruttan (2001, pp. 353–357). For a more recent per-
spective, see the several essays in Wessner (2003). Also, note that the name of the Advanced
Research Projects Agency (ARPA) was changed to Defense Advanced Research Projects Agency
(DARPA) in 1972 and renamed ARPA in 1993.

19. In this section I draw heavily on the work of MacKenzie (1996).
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The LARC met the Livermore performance specifications, but not its expectations.
Stretch did not meet even performance specifications. Only two LARC machines
were ever built: the other went to the U.S. Navy’s ship and reactor designers. Of
the 8 Stretch machines that were sold, 4 were for nuclear research and devel-
opment, 2 were for other military research and development, one went to the
National Security Agency, and another one went to the U.S. Weather Bureau.
Although both machines contributed to the development of supercomputer ca-
pacity, they were short-term financial disasters for the firms that built them
(MacKenzie 1996, pp. 114–116).

As its work on the SAGE project was coming to completion, IBM faced several
difficult problems. It was producing six different computer lines, all of which had
incompatible operating systems. Competitors were beginning to make inroads into
IBM’s market share. Software was accounting for a greater proportion of the cost
of computer systems. Many of these problems were resolved with the introduction
of the IBM System 360 in 1965. The 360 family of computers used integrated
circuits rather than transistors. They had large ferrite core memories with fast access
times and multiprogramming that allowed many programs to run simultaneously,
and an improved disk memory that allowed the machines to store more information
in secondary memory than had previously been thought possible.

The 360 machines were designed to meet both business and scientific appli-
cations. No matter what size, all contained the same solid-state circuits and would
respond to the same set of instructions. As it came on line, the System 360 platform
became the industry standard for the rest of the 1960s and 1970s (Bresnahan 1999,
pp. 227–228). The decision by IBM to commit to the 360 line had not been easy.
It required an enormous technical and financial commitment: “IBM literally ‘bet
the company’ on its 360 decision” (Katz and Phillips 1982, p. 218).

The alternative to the path followed by IBM was to design computers that would
be substantially faster than the IBM 704 or any other IBM machine at floating
point arithmetic.20 The first machine that could properly be termed a supercomputer
was the 1964 Control Data 6600.21 It was designed by Seymour Cray, who would

20. A dominant objective in the design of supercomputers has been to achieve higher speed
at floating point arithmetic. Speed, “conventionally expressed as the number of floating point op-
erations (‘flops’) carried out per second, has increased from the thousands (kiloflops) in the
1950s to the millions (megaflops) in the 1960s to thousand million (gigaflops) in the 1980s, and
may increase to the million millions (teraflops) by the end of the 1990s” (MacKenzie 1996,
p. 100). For a more technical discussion, see MacKenzie (1996, pp. 166–175).

21. ERA was acquired by Remington Rand in 1952. In 1955 Remington Rand merged with
the Sperry Corporation to form Sperry Rand. In 1957 William Norris, Seymour Cray, and sev-
eral others left Sperry Rand and formed Control Data (MacKenzie 1996, p. 135). By the mid-
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dominate supercomputer development for the next thirty years. Cray had designed
Control Data’s first computer, the CDC 1604, announced in October 1959. The
1604, built with transistors rather than vacuum tubes, was the world’s fastest com-
puter. Control Data had successfully challenged IBM at the technical level. It was
unsuccessful, however, at challenging the commercial success of IBM—in terms of
market share, revenues, or profits.

“Cray had no interest in business data processing,” notes Donald MacKenzie,
“and abhorred the complexity that arose from trying to cater to both scientific and
business users” (1996, p. 136). The profitability of the 1604 enabled Cray to ne-
gotiate an arrangement with Control Data chairman William Norris to set up a
laboratory in Chippewa Falls, Wisconsin, to conduct development work on the
CDC 6600. As IBM chairman Thomas J. Watson, Jr., watched the 6600 dominate
the high-speed computer market, “he asked, in an acerbic memo to his staff why
Cray’s team of ‘only 34—including the night janitor’—had outperformed the com-
puting industry’s mightiest corporation” (MacKenzie 1996, p. 140).

Another Control Data team, working out of CDC headquarters in Arden Hills,
Minnesota, worked on the development of the Control Data 3600, a highly suc-
cessful series of computers, compatible with the 1604, with a primary orientation
to the commercial market. By the early 1970s Control Data had grown into a
large, diversified company. Its corporate plans included supercomputer develop-
ment, but not at a pace that was satisfactory to Cray.

In 1972 Cray and several colleagues left Control Data to start up a new com-
pany, Cray Research, also located in Chippewa Falls. The customer base for the
world’s fastest computers was small—Cray estimated it at no more than fifty—
primarily in the nuclear weapons laboratories, the National Aeronautics and Space
Administration (NASA), the DOD, the National Center for Atmospheric Re-
search, and the U.S. Weather Bureau: “The Cray-1 was as much a tour-de-force
as the 6600” (MacKenzie 1996, p. 145). It was introduced in 1976. The first sale
was to the Los Alamos nuclear weapons laboratory, and the second was to the
National Center for Atmospheric Research in Boulder, Colorado. The Cray-1 was
followed by a more advanced machine, the Cray-2. A less expensive and even
faster machine using parallel processing, the X-MP, developed by staff members
Lester Davis and Steve Chen, was introduced in 1982. By 1989 the X-MP, with
almost 160 sales of different versions, was the Western world’s most successful

1960s the computer industry consisted of IBM and the “seven dwarfs.” The composition, in
terms of share (percent) of sales, was as follows: IBM (65.3), Sperry Rand (12.1), Control Data
(5.4), Honeywell (3.8), Burroughs (3.5), General Electric (3.4), RCA (2.9), and NCR (2.9). By
the mid-1990s only IBM was still active in the computer industry under its 1965 corporate iden-
tity.
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supercomputer. In 1990 Cray research announced a slower and significantly less
expensive mini-supercomputer, the Y-MP. The success of the Cray-2 and of the
X-MP and the Y-MP enabled Cray Research, now chaired by John Rollwagen, to
edge its way into the ranks of one of the dozen leading computer manufacturers
in the world.22

Seymour Cray’s commitment to speed above all other objectives led to a second
parting of ways. Resources were not available at Cray Research to complete the
development of a Cray-3 and to pursue what were regarded as more promising
development agendas. Rollwagen proposed the establishment of a Cray Research
subsidiary, Cray Computer Corporation, to undertake the further development of
the Cray-3. Cray moved his research team to Colorado Springs, Colorado; “In
March 1995 the Cray Computer Corporation having failed to find a customer for
the Cray-3 or a firm order for its successor the Cray-4, filed for bankruptcy pro-
tection” (MacKenzie 1996, p. 157). By 1995 neither Control Data nor Cray Re-
search existed as independent firms.

At the time I began writing this chapter, the Japanese Earth Simulator, released
in the spring of 2002 and designed specifically to support geoscience research and
applications, was the world’s most advanced supercomputer. Concern about the
national security implications of loss of U.S. leadership led to a number of initiatives
and studies, including an ARPA initiative to support the development of a new
generation of economically viable high-productivity computer systems by 2007,
and the formation of an NRC Study on the Future of Supercomputing. The NRC
committee interim report identifies a number of nonmilitary sources of demand
for more advanced supercomputing, such as bioinformatics, the large volume of
data generated by the Human Genome Project, population genetics, and others.
The committee notes that “in the United States, Japan and Europe, the majority
of supercomputers have been purchased directly or indirectly using government
funds, and the committee has no evidence that this is likely to change in the future”
(National Research Council 2003, p. 28).23

22. By 1990 IBM had temporarily decided that high-end supercomputers represented a niche
market in which it could no longer afford to compete. Control Data made the same decision in
1989 when it closed the ETA subsidiary that it had established to compete with Cray Research
(MacKenzie 1996, p. 104).

23. Unlike computer technology development in the United States, that in Japan was driven
to only a minor degree by military procurement. Beginning in 1960 the Japanese government
designated computers as a “strategic industry” critical to the future economic development of the
country. It took a quarter of a century of substantial government support, primarily by the Min-
istry of International Trade and Industry (MITI) for Japan to develop a computer industry fully
competitive with the U.S. computer industry. The MITI objective in computer development
from 1960 through the 1970s was to catch up to IBM. By the mid-1980s Japanese firms were
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Software

A comprehensive treatment of the computer software industry would require a
separate chapter. But, because of its intimate relationship with the development
and diffusion of the computer, it is useful to briefly discuss the role of military
procurement in software development.24

Before the 1960s computer software hardly existed as a distinct technology or
industry. Early electronic computers, like their electromechanical business machine
precursors, were programmed by rewiring: “Software was effectively born with the
development by von Neumann of his conceptual architecture for computers. . . .
But even after the von Neumann scheme became dominant . . . software remained
closely bound to hardware. During the 1950s, the organization designing the hard-
ware generally designed the software as well” (Langlois and Mowery 1996, pp. 55–
56). During this period large military procurement contracts such as the SAGE
air defense system played a particularly important role in embodied software de-
velopment.25 Mowery indicates that even as late as the early 1980s the DOD
accounted for the largest share of the U.S. software market. Military procurement
of contract software accounted for approximately half of the U.S. traded software
market (Mowery 1999, p. 145). Because of the specialized function of such de-
velopment efforts, however, there was often limited direct spillover to commercial
application. Langlois and Mowery argue, for example, that one of the greatest
contributions of SAGE was the training of a large cadre of skilled systems
programmers (Langlois and Mowery 1996, p. 59).26

introducing a generation of supercomputers that approached, and in some cases exceeded, the
performance of leading U.S. producers of supercomputers used for scientific purposes (Ruttan
2001, pp. 344–347). In late 2004 IBM announced that it had designed and was building the
world’s fastest computer (Crissey 2004).

24. In this section I draw primarily on Mowery (1996); Steinmueller (1996, pp. 15–52); Lan-
glois and Mowery (1996, pp. 53–85); and Mowery and Rosenberg (1998, pp. 1953–1966); Mow-
ery (1999); and Mahoney (2002). For a highly personal account of the stages of software devel-
opment, see Glass (1998, pp. 12–26).

25. The defining moment for the software contracting industry came in 1956 when the
RAND Corporation established the Systems Development Corporation (SDC) to assume respon-
sibility for computer program development for the SAGE air defense project. When the SAGE
project was winding down in 1960, SDS continued to grow by taking on other military and defense-
related projects. By 1963 it had an annual income of $57 million generated by contracts with the
Air Force, NASA, the Office of Civil Defense, ARPA, and other defense and defense-related-
sector projects (Campbell-Kelley 2003, p. 41).

26. At a time when the entire population of programmers in the United States was about
1,200, some 700 were employed on the SAGE project. “The first and classic civilian real-time
project was the IBM–American Airlines SABRE airline reservation system. Though SABRE did
not become fully operational until 1964, it was the outcome of more than 10 years of planning,
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In the middle and late 1960s, three events contributed to the “disintegration”
of the computer and software industries (Steinmueller 1996, pp. 24–26). One was
the introduction beginning in 1964 of the IBM System 360 family of computers.
The System 360 gave independent software service companies and vendors an op-
portunity to develop and market the same product to a variety of users. The second
event was the decision by IBM in 1969 to unbundle the sale of hardware and
software. This provided an incentive for independent software developers to pro-
duce software compatible with IBM products. The third important event was the
development of the minicomputer industry. Minicomputers made it possible for
small organizations to purchase and operate their own computers. Each of the
many different uses of minicomputers—“as primary computers in smaller organ-
izations, as ‘front ends’ for mainframes, in data communication systems, and in
process central systems—required very different software” (Steinmueller 1996,
p. 28). Since the early 1980s the success of the personal computer has led to an
explosive growth in the mass-market software products industry.27

Defense-related research support for the computer software industry has dif-
fered substantially from the patterns followed in the computer and semiconductor
industries. In the case of computers and semiconductors, defense agency research
support occurred primarily through direct procurement. “In software, by contrast,
defense-related R&D funded computer science in much of the 1950s and 1960s
. . . was directed to facilitating advances in fundamental knowledge of computer
architecture, software languages, and design that found application in both the
civilian and defense sectors. . . . Military-civilian spillovers in software occurred as
a result of defense-related R&D spending rather than from direct software pro-
curement” (Langlois and Mowery 1996, p. 14; see also Flamm 1987, pp. 42–92;
Norberg and O’Neill 1996).28

In the middle and late 1960s, computer science departments were established
at Stanford, Carnegie Mellon, and MIT. From the early 1970s through the mid-

technical assessment, and system building” (Campbell-Kelley 2003, p. 42). SABRE was a direct
spin-off of the SAGE project (National Research Council 1999, p. 94).

27. A number of the important software innovations that contributed to the rapid adoption
of the personal computer beginning in the early 1980s were spin-offs from the MIT Project
MAC (later Laboratory for Computer Science) funded by the ARPA Information Processing Of-
fice beginning in 1963. Project MAC’s development of software to compose and edit programs
and documents online laid the groundwork for word processors. Other Project MAC software
spin-offs included the spreadsheet, early versions of Internet protocols for the personal computer,
and the UNIX operating system (National Research Council 1999, pp. 103–105).

28. “Between 1976 and 1995 DOD provided some 60 percent of total federal research fund-
ing for computer science and over 75 percent of total funding in electrical engineering” (National
Research Council 1999, p. 56). For a listing of defense-to-civilian “spillovers” in the U.S. soft-
ware industry between 1950 and 1975, see Flamm (1988, pp. 266–268).
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1980s, more than half of academic computer science research and development
(R&D) was accounted for by defense-related agencies. After the mid-1980s
defense-related support for computer science at academic institutions shifted to-
ward application, and the defense share of federal support for computer science
funding declined from almost 60 percent to less than 30 percent (Aspray and Wil-
liams 1994; Langlois and Mowery 1996, p. 71).29

The history of technology development in software production has differed from
that in computer production in one other important respect. Technical change in
computer production and performance has led to very substantial growth in labor
productivity in the production of computers (Jorgenson 2001; Ruttan 2001,
pp. 357–362). In contrast, software production has remained exceedingly labor in-
tensive. In 1955 software constituted less than 20 percent of the costs of a com-
puter system. By the mid-1980s software costs were estimated at upward of 90
percent of the cost of installing a system (Boehm 1973; Mahoney 2002). By the
late 1990s slow productivity growth in software design and production had become
an obstacle to productivity growth in the computer industry and in the computer-
intensive defense and commercial sectors.

Perspective

The invention and early development of the electronic digital computer were sup-
ported entirely by Army and Navy contracts. Defense and defense-related agencies
were the dominant supporters of the scientific and technical innovations and the
primary market for computers until at least the early 1960s. These agencies, par-
ticularly the laboratories of the AEC (later the National Energy Department),
greatly influenced the direction of technology development and have been the
primary source of demand for increasingly powerful supercomputers (MacKenzie
1996, p. 117).

In the case of semiconductors, the DOD went beyond procurement to sup-
port research and development at Bell Laboratories and to subsidize the private-
sector facilities development to create an industrial base and to assure a competitive
structure in the semiconductor industry. In the case of software and artificial in-
telligence, the military supported fundamental research and invested in the estab-
lishment of academic computer science training.

29. The initial development of computers preceded the development of computer science.
For a brief account of the dialectical relationship between the development of computers and
computer science, National Research Council (1999, pp. 184–197).
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MacKenzie, concluding his article on nuclear weapons laboratories and super-
computing, asks the following question: What does it mean for an institution to
have influenced the development of an area of technology? His answer is that
“without Los Alamos and Livermore we would doubtless have a category of su-
percomputing—a class of high performance computers—but the criterion of per-
formance that would have evolved would have been much less clear cut” (1996,
p. 126).

Others have been less cautious. Kenneth Flamm has argued that, even without
the impetus of military procurement, the modern electronic computer would
probably have been developed, but “the pace of development would have been
far slower” (1988, p. 251). Paul Edwards insists that, without the very large
funding and the sense of urgency associated with the war effort, computer de-
velopment in the United States would have been delayed for at least a decade
(1996, p. 52).

My own reading of the literature is that the development and commercialization
of computers—mainframes, minicomputers, and microcomputers, would have oc-
curred even more slowly than suggested by Flamm and Edwards. Without the
impetus of the SAGE project, for example, a cautious IBM and a financially con-
strained Remington Rand would have substantially delayed the investment nec-
essary for the emergence of the technology that enabled the development of main-
frame computers. Efforts to develop increasingly powerful computers played an
important role in shaping the architecture and performance of mainstream com-
puters ranging from workstations to personal computers.

It has been difficult until quite recently to assess either the social rates of return
to investment in the development of computers, or the contribution of computers
to U.S. economic growth (Flamm 1987, pp. 223–239; Jorgenson and Stiroh 1999;
Ruttan 2001, pp. 357–362). There can be little question, however, that adoption
of business and personal computers contributed importantly to the recovery of
productivity growth in the U.S. economy, beginning in the early 1990s. And there
can be little doubt that, in the absence of the impetus for development and com-
mercialization associated with military procurement, significant contributions of
computer and related information technologies to the growth of the U.S. economy
would have been delayed until well into the twenty-first century.
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Inventing the Internet

The development of the Internet involved the transformation of a computer net-
work that had initially been established in the late 1960s by the Advanced Research
Projects Agency (ARPA) of the U.S. Department of Defense (DOD).1 The decision
to support development of ARPANET followed several earlier successful DOD
efforts in the field of computer communication. The Whirlwind computer devel-
oped in the early 1950s for the Semi-Automatic Ground Environment air defense
system enabled operators to interact with the data being processed and display
information on a computer screen (chapter 5). The DOD was interested in the
development of a more sophisticated system that could ensure survival of the com-
munications system after an attack that might disable any single control station.

The decision also reflected the personal interest of Joseph Licklider, the first
director of the ARPA Information Processing Techniques Office (IPTO), in man-
machine interaction.2 Licklider was impatient with the “batch process” used to
process data on existing mainframe computers. To solve a problem with a com-
puter, the researcher had to first formulate the problem and then turn to a pro-
fessional programmer to program the problem for the computer. After the program
was written in computer language, it was submitted to the operator of a centrally
housed computer, who placed the program in a queue. The computer then proc-

1. I draw more heavily on Abbate (1999) than I can possibly acknowledge. I also draw heav-
ily on Norberg and O’Neill (1996) and Hughes (1998). As mentioned in chapter 5, the name of
the Advanced Research Projects Agency (ARPA) was changed to Defense Advanced Research
Projects Agency (DARPA) in 1972 and renamed ARPA in 1993. In this chapter, I have followed
the practice of using ARPA rather than DARPA.

2. ARPA was established in 1958 to provide oversight of research and development in the
DOD and to sponsor frontier technology development with potential application to all three
services—Army, Navy, and Air Force. For the early history of ARPA and its IPTO, see Norberg
and O’Neill (1996, pp. 5–18, 25–53, 153–155).



116 IS WAR NECESSARY FOR ECONOMIC GROWTH?

essed the information and printed out the results (Hughes 1998, p. 261): “Batch
processing rationalized the flow of input to the computer, but it was frustrating
and inefficient for the programmer” (Abbate 1999, p. 24).3 Licklider was concerned
that computer technology serve the needs of the user rather than force the user
to adapt to the machine (Licklider 1960).4

In this chapter I trace the development of the Internet, from the initial interest
in developing a technology “that would enable big computers to talk to each other,”
through the invention and privatization of the Internet. I also give particular at-
tention to the institutional innovations that were involved in both the invention
and the adoption of the Internet.5

Creating ARPANET

Licklider initially visualized a system of “time-sharing” in which a single computer
located at a central location would be accessed by a number of users with individual
terminals connected to the central computer by telephone (Norberg and O’Neill
1996, pp. 88–94). Long-distance time-sharing with users connected to central ter-
minals using dial-up telephone links would economize on the use of the central
terminals—the scarce resource in the system. Analogies were drawn to the central
power station in an electrical grid. No one anticipated the central-computer con-
straint would be eliminated by the development of mini- and microcomputers
(chapter 5).

In 1966 Robert Taylor, then head of IPTO, secured the services of Lawrence

3. It was also time-consuming and frustrating to the user. I recall, when I was a visiting assis-
tant professor at the University of California at Berkeley in 1958–1959, tabulating county data
from the agricultural census, converting the data to logarithms by hand, delivering the data
sheets to a young man in a white coat at the computer center, and waiting for more than a
week for a printout of the regression results.

4. I do not address the ARPA research program in artificial intelligence (AI) in this chapter.
The rationale for support of research in the area of AI, as articulated by Licklider, was that AI
was central to the ARPA mission because it was a key to the development of advanced command-
and-control systems. In 1983 ARPA initiated an even more ambitious AI program under the ru-
bric of Strategic Control. The National Research Council credits ARPA support for AI research
with important technical accomplishments. ARPA and NSF support for AI research is also cred-
ited with contributing importantly to the development of the discipline of computer science. In
retrospect, however, it is hard to avoid a conclusion that the objectives of AI articulated by its
early proponents and supporters were wildly optimistic (Norberg and O’Neill 1992, pp. 297–351;
National Research Council 1999, pp. 198–225; Roland 2002).

5. I have elaborated elsewhere a model in which institutional innovations are induced by
changes in resource endowments and technology, and in which technical change is induced by
changes in resource endowments and institutions (Ruttan 2003, pp. 3–30).



INVENTING THE INTERNET 117

Roberts, a Massachusetts Institute of Technology (MIT) Lincoln Laboratory re-
searcher who had already connected a Lincoln Laboratory computer to one at the
RAND Corporation in Santa Monica. Roberts was given a mandate to build a large
multicomputer network that would interconnect the time-sharing computers at
seventeen academic, industrial, and government computer centers funded by
ARPA.

Packet Switching

Taylor had initially been committed to using relatively low-speed telephone lines
to connect the computers at the several centers. At a computing symposium held
at Gatlinburg, Tennessee, in October 1967, he was made aware by Roger Scan-
tlebury of the British National Physical Laboratory (NPL) of the very substantial
progress that had been made in a technique of message transmission termed packet
switching.

A proposal for the development of a distributed communication system with
fast end-to-end transmission of messages and small inexpensive switches was ini-
tially advanced by Paul Baran, a young engineer working at RAND, in a series of
papers written in the late 1950s and early 1960s (Baran 1964). Messages would
be broken into small “packets” and routed over the distributed system automatically
rather than manually. He envisaged an all-digital network with computerized
switches and digital transmission. Packet switching appealed to Baran because it
seemed to meet the requirement of a survivable military communication system
better than the more highly centralized system being built for the DOD by Bell
Telephone Laboratories. The proposal became embroiled in a conflict with the
new Defense Communication Agency (DCA) and was withdrawn by its Air Force
sponsors.6 It was only the commitment of very large financial and technical re-
sources that were available to ARPA that assured the success of the packet switch-
ing technology.

The computer hardware and operating systems available in the mid-1960s
tended to be relatively specialized. Contractors who needed access to different
modes of computing had to travel to another site or acquire multiple machines.
IPTO was continually under pressure from the centers to support the purchase of

6. An alternative packet switching system with commercial rather than military objectives in
mind was developed under the direction of Donald Davies of the British NPL, independent of
the work by Baran, in the mid-1960s. Bureaucratic and resource constraints prevented the reali-
zation of either Baran’s or Davies’s objectives. For a more detailed account of the convoluted
history of the development of packet switching in the United States and the United Kingdom,
see Abbate (1999, pp. 7–41).
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additional computers. For Taylor and Roberts, a network system appeared to be
both an opportunity to advance research in a new branch of computer science and
to save ARPA money on computer facilities. At a planning session at the University
of Michigan in 1967, Roberts laid out his vision of a system in which the host
computers would be interconnected by small interface computers, thus enabling
host computers with different characteristics to be able “to speak to each other.”
The proposal was initially resisted by several of the university-based principal in-
vestigators who were committed to the development of their own software. But
because all the centers were dependent on ARPA support, Roberts was able to
insist that all twelve sites link their computers to the network (figures 6.1 and
6.2)—“whether they wished to or not” (Abbate 1999, p. 46).

ARPA proceeded to award a contract for the development of a computer—an
interface message processor (IMP)—that could route message packets along alter-
native routes to Bolt, Beranek and Newman (BBN), a small high-technology firm
located near Cambridge, Massachusetts. Both the development of the software that
would route the packets through alternative connections and the engineering design
problems turned out to be more difficult than was anticipated. But the BBN IMP
team was successful in developing the basic elements of the Internet nine months
after the contract had been let.7

In his assessment of the accomplishments of the “IMP boys,” Thomas Hughes
insists that “future historians, fully aware of the remarkable development of the
worldwide Internet, following hard upon the path-breaking ARPANET may some-
day compare the inventive success of the small BBN group to the achievement of
Thomas Edison and his small band of associates who invented the electric lighting
system” (1998, p. 278). As in the case of Edison’s research at Menlo Park, there
was intense dialectical interaction between advances in science and advances in
technology. Sometimes invention was informed by science, and at other times in-
vention came first, followed by scientific insight (figure 3.1).

By the end of 1971, the network consisted of fifteen sites, including sites run
by the Air Force and the National Bureau of Standards. Yet the system was still
not fully operational. Because of the large effort involved, host system operators
were slow to build the special-purpose hardware interface between their computer
and its IMP. Roberts and his associates decided that a dramatic gesture would be
required to “galvanize the network community into making a final push to get their
resources online.” Abbate notes, “They arranged to demonstrate ARPANET’s ca-

7. For more complete accounts, see Norberg and O’Neill (1996, pp. 162–172), Hafner and
Lyon (1996), and Hughes (1998, pp. 275–282).



Figure 6.1. The main Information Processing Techniques Office (IPTO) Research Cen-
ters at the time of ARPANET’s creation. Source: Janet Abbate, 1994, Inventing the Inter-
net (Cambridge, MA: MIT Press), 45. Copyright � 1994. Reprinted with permission of
The MIT Press.

Figure 6.2. Map of the fifteen-node ARPANET in 1971. Source: Janet Abbate, 1994,
Inventing the Internet (Cambridge, MA: MIT Press), 45. Copyright � 1994. Reprinted
with permission of The MIT Press.
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pabilities at the First International Conference on Computer Communication,
which was to be held that October in Washington” (1999, p. 78).

The demonstration of the Internet at the 1972 International Conference on
Computer Communication was the defining moment in the diffusion of use of the
Internet. It finally convinced the skeptics in the computer and telephone industries
that packet switching could become a viable commercial technology. It could no
longer be considered simply a potential defense application or a research tool. Al-
though its potential capacity as a communication tool was apparent, at least to
those who had participated in its development, neither the DOD sponsors of the
research nor the members of the design team anticipated that its primary use would
be for personal and commercial e-mail rather than for transmitting data or for
research collaboration. Nor was it apparent that it would take an additional quarter
century to resolve the technical and institutional problems necessary to release the
potential of the Internet.

Learning by Using

Accessing and using the Internet in the early 1970s posed a series of challenges.
In order for a site to get an ARPANET connection, someone had to have a research
contract with ARPA or another government agency approved by ARPA. Adding
a new site was constrained by the high cost of establishing access, by the need to
be affiliated with an ARPA research group, and by access to skilled programmers
capable of creating and maintaining the host software.8

Once a university or company was connected to ARPANET, however, access
controls were quite loose. Almost anyone who had access to an account on the
connected computer could use network applications. But once a user had access
to ARPANET, additional problems were encountered. Search tools and address
books did not exist. Arrangements to get access to remote computers had to be
arranged. Many of the host computers had their own command languages, data
formats, and specialized hardware. Compatibility problems turned out to be much

8. A network member not funded by ARPA had to pay the cost of setting up a new node,
“estimated in 1972 to be somewhere between $55,000 and $107,000”: “Once a site was ap-
proved, ARPA had to order a new IMP from Bolt, Beranek and Newman, direct the Network
Analysis Corporation to reconfigure the network to include the new node, and arrange for AT&T
for a telephone link between the new node and the rest of ARPANET. The new host would be
responsible for providing hardware and software for the host-IMP interface and for implementing
the host protocol, NCP on its computer(s)—a task that might represent a year’s work for a pro-
grammer” (Abbate 1999, pp. 84–85).
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more difficult to resolve than the IMP boys or anyone else working on the system
had anticipated.

During the 1970s important changes in hardware, software, configuration, and
applications were initiated by ARPANET in response to users’ concerns.9 The
decentralized ARPA environment created an opportunity for users to both vent
their frustrations and devise new applications. Abbate discusses several areas
where users’ experiments, often using ARPA funding, made significant contribu-
tions. One was the development of terminal interface systems. Pressure from
University of California, Los Angeles, which wanted to connect two computers
to their IMP, led Roberts to authorize BBN to modify the IMP to handle more
than one computer, and later to develop a way of connecting sites without host
computers to connect directly to ARPANET (termed the terminal IMP or TIP).
A second was the development of new communication paths to facilitate con-
nection with local area networks (LANs). ARPANET was designed to connect
distant computers. When users began sending data between computers at the
same site, the practice led, to the surprise of ARPA and BBN staff, to the estab-
lishment of LANs.

Another important user-led development supported by ARPA was the effort at
the University of Hawaii to develop radio packet switching terminals as an alter-
native to using leased telephone lines to link computers at the several university
campuses. The principles developed in this project were later employed by Robert
Metcalf, then working at the Xerox Palo Alto Research Center, to develop a ran-
dom access network that used cable rather than a radio channel as the transmission
medium. This system, initially termed Aloha Alto, later dubbed Ethernet, became
the standard technique for LAN systems.10

Shortly after the 1972 demonstration of ARPANET at the International Con-
ference on Computer Communications, Roberts left ARPA to head Telnet, BBN’s
commercial spin-off from ARPANET. At about the same time, Robert Kahn, who
had organized the ARPANET demonstration, was appointed to the position of
program manager at ARPA’s IPTO. Kahn initiated a second Aloha spin-off project
to build a local packet radio network (PRNET) linking ARPA contractors in the
San Francisco Bay area. The objective was to test the (PRNET) technology to
enhance the communication capacity of the military command-and-control system.

9. See Abbate (1999, pp. 83–111), and Norberg and O’Neill (1996).
10. ARPA management was not always responsive to users’ concerns. Abbate (1999, pp. 90–

96) notes that ARPA managers opposed the development of upper-level protocols because they
were concerned that the network might slip out of their control.
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A second Khan initiative was the development of packet switching for transmission
of data via INTELSAT I (see chapter 7). The objective of the satellite packet
switching network (SATNET) was to support both network research and the trans-
mission of seismic monitoring data from Soviet nuclear weapons testing (Norberg
and O’Neill 1996, pp. 180–182).

An important objective in the development of ARPANET had been to facilitate
resource sharing. By the mid-1970s it was becoming apparent that running pro-
grams at remote sites was being done much less intensively than had been initially
anticipated. The ideal of distributed computing and resource sharing made eco-
nomic sense only when most ARPA researchers were using mainframe computers:
“Had ARPANET’s only value been as a tool for resource sharing the network might
be remembered today as a minor failure rather than a spectacular success. But the
network’s users unexpectedly came up with a new focus for network activity: elec-
tronic mail” (Abbate 1999, p. 106).

By the mid-1970s ARPA was operating three separate packet switching net-
works: ARPANET, PRNET, and SATNET. Operational branches of the U.S. mil-
itary and a number of European institutions were linked via ARPANET. The British
Post Office and the Norwegian Telecommunications Authority linked sites in En-
gland and Norway to SATNET sites in the United States. Packet size and trans-
mission speeds differed among the several networks. “No one in the field of com-
puting had ever attempted to connect such dissimilar systems, and there were no
models from which to work. As Kahn began thinking about ways to address the
general problem of interconnecting heterogeneous networks, he set in motion what
would become the Internet program” (Abbate 1999, p. 122). It was no longer
enough for network builders to design a system that would facilitate communi-
cation among a set of computers; they now had to consider how different networks
could interact.

Designing the Internet

In early 1973 Kahn explored with Vinton Cerf of Stanford University, one of the
original designers of the ARPANET host protocol, the problems associated with
the design of a system that would link ARPA’s various networks. Cerf and Kahn
then collaborated on a paper outlining the basic architecture for an ARPA Internet.
In the paper they identified two basic questions: “First, if the packet radio network
were to provide reliable connections with the host computers, it would need a
host protocol that could compensate for its error-prone transmission medium.
What would that host protocol look like? Second, what kind of mechanism could
provide an interface between two distinct networks such as PRNET and ARPA-
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NET?” (Cerf and Kahn 1974; Abbate 1999, p. 122). Kahn first contracted with
Cerf to work out detailed specifications of the system, and then in 1976 he con-
vinced him to come to ARPA as program manager for network projects.

Kahn and Cerf conferenced and consulted widely with computer researchers
and with staff of other national network projects (the British NPL and French
Cyclades networks) during the mid-1970s. Supporters of the Cyclades and Eth-
ernet systems were concerned that the ARPANET Network Control Program
(NCP) did not contain an error recovery mechanism. It was decided that the al-
ternative Transmission Control Protocol (TCP), on which Cerf and Metcalf had
earlier collaborated, would be employed to provide an orderly, error-free flow of
data from host to host.

As an answer to the question of how to connect the networks physically, Cerf
and Kahn proposed the creation of special host computers called “gateways”: “A
gateway would be connected to two or more networks and . . . all inter-network
traffic would flow through these gateways.” The network designers also “had to
devise a system of host addresses that would enable packets to be directed to a
particular host on a particular network.” A hierarchical address scheme—the system
we now use on our personal computers—facilitated the division of labor between
gateways and local networks (Abbate 1999, p. 129).

Although the system worked out by Cerf, Kahn, and their colleagues met the
project’s original specifications, the system was criticized for imposing redundant
functions on the gateways. It was not until 1977 that ARPA was able to dem-
onstrate its first multinetwork connection. Packets were sent “from a van on a
California freeway through PRNET to an ARPANET gateway, then through the
ARPANET to a SATNET gateway on the East Coast, over SATNET to Europe,
and finally through the ARPANET to California. . . . The successful three-way in-
terconnection of the ARPANET, PRNET, and SATNET represented the beginning
of the Internet as an operational system” (Abbate 1999, p. 131, figure 7.3).

Institutional Innovation

As early as 1972, following the demonstration of the technical feasibility of an
ARPANET, ARPA began exploring the possibility of transferring ARPANET man-
agement to a commercial carrier or another government agency. Efforts to interest
American Telephone and Telegraph (AT&T) were unsuccessful. In 1975 a decision
was made to transfer operational responsibility to the DCA. ARPA would continue
to provide funding and technical direction. Access would be restricted to DOD
users and government contractors approved by the DCA.

The DCA immediately began to reorient the network away from its research
focus toward military operations. This helped to overcome the DCA “not invented
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here” syndrome and resulted in more rapid innovation in ways to use ARPANET
in computerized military command-and-control systems. DCA managers were also
more concerned than ARPA had been about the security implications of unau-
thorized use. It was also “more serious than ARPA had been about preventing use
of the network for ‘frivolous’ activities” (Abbate 1999, p. 136). These concerns
were heightened when low-cost home computer systems began to appear in the
late 1970s. The DCA instituted a new system of log-ins and passwords to ensure
that only authorized terminal IMPs (TIPs) would have access to the network. Thus,
while the transfer of operational responsibility helped to speed diffusion within
the military, it initially slowed diffusion of civil applications.

A Common Language. In the late 1970s the DCA was confronted with a major
decision that had a profound impact on the commercial development of the In-
ternet. This decision involved the future of the Automatic Digital Network (AU-
TODIN)—the message switching network that the DCA had built for military use
beginning in the early 1960s. An updated version, procured from Western Union,
was scheduled to go into operation in 1979. The DCA had initially planned to
dismantle ARPANET once AUTODIN II became operational. After further con-
sideration the DCA decided that there was an important role in the DOD for a
research-oriented network. DCA then decided to continue the research portion of
ARPANET and set up a gateway to connect it to AUTODIN II. This meant that
DCA had to confront the question of what to do about the TCP/IP, the new
Internet protocol that Cerf and Kahn had developed for ARPANET. After con-
siderable deliberation the ARPANET TCP/IP protocols were adopted in 1982 as
the common language for the new Defense Data Network. After the Internet pro-
tocols were successfully tested in ARPANET, they became mandatory on the DOD
networks.

After converting ARPANET to TCP/IP, the DCA and ARPA took several steps
that set the stage for the development of a large-scale civilian Internet. The first
step was to segregate the ARPANET military and academic functions. A decision
was made in 1982, primarily on security considerations, to split ARPANET into
a defense research network, still to be called ARPANET, and an operational mil-
itary network, MILNET, which would be equipped with encryption devices and
other security measures to protect the military functions. The second step involved
support for the commercialization of the Internet technology. The DCA estab-
lished a $20 million fund to subsidize the installation by computer manufacturers
of TCP/IP on their machines: “All the major computer manufacturers took ad-
vantage of the opportunity and by 1990 TCP/IP was available for virtually every
computer in the American market” (Abbate 1999, p. 43).



INVENTING THE INTERNET 125

NSFNET. It was not until 1990, however, that ARPA was able to end its op-
erational responsibility for ARPANET. In 1984 the National Science Foundation
(NSF) established an Office of Advanced Scientific Computing. The mandate of
the office was to organize a geographically dispersed set of new university-based
supercomputing centers. An NSFNET was established as a “backbone” to link what
eventually became sixteen centers. It was conceived as an internetwork rather than
a single network. The “backbone” would be linked to the regional and local net-
works that NSF had earlier helped develop. An agreement was worked out with
ARPA that, while the new NSFNET backbone was being built, NSFNET would
use ARPANET as its backbone.

Abbate writes, “The NSF-ARPA interconnection opened up the Internet to
nearly all universities in the United States” (1999, p. 193). It also created an op-
portunity for ARPA to end its operational responsibility for ARPANET. As early
as 1987 the managers of ARPA’s network program had decided that ARPANET
had become obsolete and would have to be retired. The development of NSFNET
opened up another option. Rather than dismantle ARPANET, they decided to
“connect the ARPANET sites to the NSF’s regional networks, and have the
NSFNET take over as the backbone of the Internet.” “When the NSFNET back-
bone was ready,” Abbate explains, “it would be a simple matter to transfer the
entire Internet community from the ARPANET to the NSFNET.” Therefore, at
the time “the ARPANET was decommissioned in February 1990, it marked the
end of two decades of operation of the Internet by the military,” and the “transition
occurred so smoothly that few users were aware that the transition had taken place”
(1999, pp. 194–195).11

Privatization. The first step in the privatization of the Internet began in 1983
when MILNET was split off from ARPANET.12 As late as 1990, however, AR-
PANET was still operated by a government agency. Its use was restricted to non-
profit and educational institutions. The continuing ideologically motivated debates
over federal subsidies to high-technology research and development convinced the
NSF managers that the only politically feasible way to accommodate commercial
users on the Internet would be to remove it entirely from government operation.

11. The growth of networks and internets grew dramatically between the middle and late
1980s. In 1986 Quarterman and Haskins published a 40-page article describing the population of
specific networks and conferencing systems, and the interconnections between them. Four years
later the same project required over 400 pages (Quarterman 1990, pp. 213–635).

12. For a more complete discussion of the issues of governance and regulation encountered
during the process of privatization of the Internet, see Mowery and Simcoe (2003).
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The process of privatization was largely completed by the mid-1990s. Two de-
velopments were necessary, however, to complete a global “network of net-
works”—the World Wide Web. One was the development of commercial Internet
service providers (ISPs). ISPs are the primary servers and operators of the Internet
infrastructure. In the United States and most other developed countries, ISPs are
now private firms, but in many developing countries the ISP is a state or private
telecommunications monopoly. The second was the development of an agency to
administer the Internet name and address space. This issue was resolved in 1998
with the establishment of an international Corporation for Assigned Names and
Numbers (ICANN). The primary functions of ICANN are to assign the unique
IP numbers used to address a particular computer network and to oversee the
operation of the Domain Name System (DNS) that maps these numbers onto
domain names (Mowery and Simcoe 2003).

During the 1990s and into the first decade of the twenty-first century, Internet
use in the United States and abroad experienced surprisingly rapid growth (Abbate
1999, pp. 195–200; Kenney 2003).13 Mowery and Simcoe (2002) credit the de-
regulation of the U.S. telecommunications industry and the large size of the do-
mestic market as important factors in more rapid adoption and diffusion of the
Internet in the United States than in Western Europe and Japan. Greenstein (2000)
has argued that Internet service providers needed to make only incremental changes
in the technology and operating practices that were already pervasive in academic
settings to be able to offer services to a wider variety of locations and users.

Perspective

From the late 1950s until the early 1990s, the DOD played a critical role in the
invention and development of the Internet. Since the early 1960s ARPA has been
the lead research agency in the DOD. During its first decade ARPA support en-
abled the development of the packet switching technology and the organization
and demonstration of ARPANET to a largely skeptical computer science and com-
munications research community. During its second decade ARPA created a new
generation of technologies for packet radio, packet satellite, and internetworking.
ARPANET went through a number of transformations, including a switch by the
entire network community to TCP/IP, the splitting off of a MILNET from AR-

13. For more detailed discussion of the privatization process and the public and private insti-
tutional innovations that resulted in the development of the World Wide Web, see Abbate
(1999, pp. 195–220) and Kogut (2003).
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PANET, and the integration of ARPANET into the Internet. The next decade
witnessed the absorption of ARPANET into the NSFNET and the first steps toward
privatization of the Internet. Between the late 1950s and the early 1990s, DOD
and NSF support for the development of what became the Internet amounted to
close to $1 billion dollars (Langlois and Mowery 1996).

Abbate insists that, in the development of ARPANET, military concerns and
values—survivability, flexibility, and high performance—dominated commercial
goals, such as low cost, simplicity, or consumer appeal, from the time of Paul
Baran’s initial conceptual designs in the early 1960s to the transfer of ARPANET
to civilian control in 1983 (Abbate 1999, pp. 5, 143–145). From the early vision
of distributed computing by Licklider, to the collaborative approach to system
design of Khan and Cerf, there was, however, a creative tension between the mil-
itary imperatives and civilian applications, tension that was facilitated by the loosely
structured administrative culture of ARPA during much of its history.

Since it was transferred to civilian control, users have largely lost sight of the
contribution of military procurement to the development of the Internet. From
the perspective of the commercial or individual user it is surely correct to assert
that a critical date “by which to mark the explosion of the Internet onto the busi-
ness and cultural scene is 1994, the year an easy-to-use Internet browser with
secured transactions called Netscape was launched” (Kogut 2003, p. 2).14

Most of the scholars on whom I have drawn in this chapter have been reluctant
to engage in counterfactual speculation about the economic impact of the devel-
opment and adoption of the Internet. Norberg and O’Neill do enumerate the
technical advances produced by ARPA and the research community that it sup-
ported: time sharing, wide-area networking, connections across networks, inter-
active graphics, distributed computing, natural language communications, and oth-
ers (1996, p. 284). But they avoid a direct answer to the question, would it have
happened anyway? They do insist, however, that no one could have expected the
computer industry to finance and support innovation in computing on the scale
that ARPA was able to do.

Robert Litan and Alice Rivlin have been less cautious. They suggest that the
impacts of the Internet fall under four general interrelated categories: (1) reduction
of the costs of the transactions involved in the production and distribution of goods

14. Netscape was the product of a research team led by Marc Andreessen that had been in-
volved in the development of NSFNET at the National Center for Supercomputer Applications
(NCSA) at the University of Illinois. The first version, named Mosaic, was released into the pub-
lic domain in November 1993. It was the first system to include color images that could be
used, like text words, as links. In 1994 Andreessen and his team left NCSA to develop a com-
mercial version of Mosaic: Netscape.
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and services, (2) increasing the efficiency of management in areas such as supply
chain management, (3) making market relationships more transparent and com-
petitive, and (4) increasing consumer choice, convenience, and satisfaction. Draw-
ing on a series of commissioned industry studies, Litan and Rivlin estimate that
the impact of the Internet on the annual rate of productivity growth could add
something in the neighborhood of 0.25 to 0.5 percent to a baseline annual rate
of growth in productivity in the U.S. economy during the early years of the twenty-
first century (2001, pp. 19–22).

My own response to this question, although not inconsistent with that of Litan
and Rivlin, is that, in the absence of military support for the development of com-
puters in the 1940s and 1950s, and of microprocessors and integrated circuits in
the 1960s and 1970s, realization of the Licklider vision would have been sub-
stantially delayed. Without the impetus from military procurement, I would not
have been able to transmit this chapter to reviewers, or the book of which it is
a part to the publisher, over the Internet in 2004. And it is doubtful that I would
have been able to do so for at least another decade.
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7

The Space Industries

The launching of Sputnik, the first earth-orbiting satellite, by the Soviet Union
(Union of Soviet Socialist Republics) on October 4, 1957, was interpreted by the
press and regarded by the public as evidence of a much higher level of scientific
and technical capacity in the Soviet Union than had been previously assumed. It
challenged the perception that the United States was the unsurpassed leader in
military, economic, and technological power. It has also been viewed as a defining
event that led to dramatic scientific and technical advances in weather, commu-
nication, and earth-observing systems.

The launchingofSputnikIIwitha4-meter-highconeequippedwithatemperature-
controlled cabin containing a dog on November 4, and the even larger and heavily
instrumented Sputnik III on May 15, 1958, reinforced the perception of U.S. sci-
entific and technical weakness and led to vigorous questioning of both civilian and
military leadership by members of Congress.

My primary purpose in this chapter is to trace the development of weather,
communication, and earth-observing satellites to their World War II and cold war
origins. A secondary theme is the effect of defense-related security concerns and
premature privatization policies on the achievement of commercial viability of the
earth-observing satellite system.

Missiles and Satellites

The U.S. lag in the “space race” was less substantial than it appeared in 1957.
Indeed, President Dwight D. Eisenhower and his immediate military and science
advisors appeared not greatly alarmed by the apparent Soviet lead in launching an
earth-orbiting satellite. The United States had been flying spy planes (the U-2)
over the Soviet Union for more than a year and had initiated a program to develop
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sophisticated satellite observation capacity. Eisenhower saw the launching of the
Soviet Sputnik as a useful precedent for an international “Open Skies” or “freedom
of space” policy (Burrows 1986; Dickson 2001, pp. 2, 101).

The German Rocket Team

The U.S. capacity in missile and satellite science and technology in the early post–
World War II period was, however, almost entirely based on the acquisition of
the scientific and technical resources of the German rocket team, led by Werner
von Braun, that developed and deployed the V-2 rocket against Great Britain dur-
ing the war.1 As the German defense was disintegrating, von Braun and his staff
took steps to surrender to the U.S. Army. In the race between the United States
and the Soviet Union to acquire German missile capacity, the U.S. Army was able
to acquire most of the important German technical personnel and documents and
much of the hardware, including almost all of the remaining V-2 rockets. The
Soviet Union acquired most of the V-2 production team and some V-2 components
(Logsdon 1970, p. 49; Dickson 2001, pp. 56–58).

In June 1945 the State and the War departments arranged for von Braun and
more than one hundred of his scientific and technical personnel to be transferred
to the United States to be “utilized in appropriate military purposes of the Army
and Navy”—or, as anticipated by von Braun, to be “squeezed like lemons” and then
sent back to Germany (Dickson 2001, p. 59). After a brief stay for debriefing at
Wright Field near Dayton, Ohio, the team was transferred to an Army facility at
Fort Bliss, near El Paso, in Texas. At Fort Bliss and the nearby White Sands facility,
the team experimented with military rocketry, with an emphasis on altitude and
payload. The status of the German rocket team remained uncertain, and somewhat
controversial, until formal immigration processes were arranged (from Mexico) in
1949.

In late 1949 the Army moved the rocket team to the Redstone Arsenal in Hunts-
ville, Alabama. At Redstone the pressures of the cold war dictated a shift from a

1. The problem that had to be solved to maintain a satellite in orbit was to balance the ve-
locity of the satellite with the pull of the earth’s gravity. The satellite must have enough velocity
to offset the earth’s gravitational pull, yet not enough to break away from the earth’s gravity. Sir
Isaac Newton had suggested that a satellite could be launched by a sufficiently powerful cannon
located at the top of a high mountain. In 1898 the Russian mathematician Konstantin Eduardov-
ich Tsiolkovsky demonstrated mathematically the feasibility of Newton’s proposal. In the United
States the engineer Robert Goddard demonstrated in a series of experiments conducted between
1914 and 1916 that a rocket could operate in space, and wrote a seminal article in 1919 on the
problem of reaching high altitudes. His work was more influential in Germany and the Soviet
Union than in the United States (Dickson 2001, pp. 28–48).
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space vehicle orientation to an emphasis on the development of intercontinental
ballistic missiles (ICBMs) capable of carrying a thermonuclear warhead. At Hunts-
ville the von Braun team developed the Redstone, a super V-2 type rocket, and
a variety of medium- and long-range ICBMs (Dickson 2001, pp. 62–64, 74–75).

During the late 1940s and early 1950s, there was substantial competition among
the military services, and between proponents of military responsibility and pro-
ponents of civilian responsibility for missile development and space exploration
(Day 1998, pp. 119–142). The proliferation of missile programs led to a series of
inquiries and organizational initiatives that culminated in 1958 in the establishment
of the Advanced Research Projects Agency (ARPA) in the office of the secretary
of defense, in the creation of the position of director of defense research and en-
gineering in the U.S. Department of Defense (DOD), and in the creation of a new
independent agency, the National Aeronautics and Space Administration (NASA).
NASA was charged with assuring leadership in space science and technology, in-
cluding manned space flight; the launching of remote sensing, communication, and
weather satellites; and aeronautical research and development (see chapter 3; York
and Greb 1977; Bromberg 1999, pp. 16–44).

Project Vanguard

In April 1955 President Eisenhower approved plans to launch a satellite as part
of an American contribution to the scientific activities associated with U.S. par-
ticipation in the International Geophysical Year (IGY).2 Shortly afterward he
signed a National Security Council Directive that prohibited the U.S. IGY program
from employing launch vehicles intended for military purposes” (Dickson 2001,
p. 350). Eisenhower’s objective was to emphasize the peaceful objectives of Amer-
ica’s space program while avoiding the diversion of resources from the ballistic
missile program (Logsdon 1970, p. 13).

2. The International Geophysical Year (IGY) was conceived by geophysicists associated with
the International Council of Scientific Unions to demonstrate the possibility of peaceful coopera-
tion among the world’s scientific societies. Initial attention focused on the possibility of obtaining
simultaneous measurements and observations of the earth and the upper atmosphere. Scientists
from the United States, the Soviet Union, and other countries would cooperate to conduct at-
mospheric studies. The period July 1, 1957, to December 31, 1958, was selected partly because
it would be the twenty-fifth anniversary of the second International Polar Year and partly be-
cause astronomers were anticipating an unusual level of solar activity during that period. As
planning for the IGY progressed, both the United States and the Soviet Union announced inten-
tions to launch satellites capable of conducting scientific measurements in the upper atmosphere
(Dickson 2001, pp. 76–87). For a highly personal account of the events and personalities associ-
ated with the IGY, see Gavaghan (1999, pp. 1–36). I also draw on Gavaghan in the sections of
this chapter dealing with weather satellites and space communication.
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In the United States the IGY satellite program, termed Project Vanguard, was
assigned to the Naval Research Laboratory, which had no involvement in the mis-
sile program. The objectives of the Vanguard program were “to develop and to
procure a satellite launching vehicle; to place at least one satellite in orbit around
the earth during IGY; to accomplish one scientific experiment; and to track the
flight of the satellite” (Dickson 2001, p. 87).

Under pressure from the White House, a decision was made to commit the
new and untested Vanguard rocket, Test Vehicle 3 (TV-3), to putting a satellite
in orbit at Cape Canaveral on December 4, 1957. High winds and a frozen valve
delayed the launch for two days. “Finally, writes Paul Dickson, “at precisely 11:
44:55 A.M. on Friday, December 6, 1957, with the whole world watching, the
slender vehicle rose a few feet off the launch platform, shuddered slightly, buckled
under its own weight, burst into flames, and collapsed. . . . Its tiny 3.2 pound pay-
load, thrown free of the fire, rolled into the scrub brush and started beeping” (2001,
pp. 156–157).

After a series of failures, the Vanguard II satellite was successfully launched on
February 17, 1959. After two more Vanguard failures, the Vanguard III satellite,
the last in the IGY series, was successfully launched on September 18, 1959. The
Vanguard rocket was designed as a slim, efficient vehicle for scientific exploration,
seventy-five feet in height. Vanguard “pioneered the use of solid-state devices,
printed circuits, and the general principle of miniaturization. . . . It was the first to
use solar cells to create power. . . . It gave proof that the Earth is slightly pear
shaped” (Dickson 2001, pp. 179–184). Vanguard is expected to orbit the Earth
for at least 1,000 more years.

Jupiter and Explorer

In February 1956 the Army Ballistic Missile Agency (ABMA) was established, un-
der the command of Major General John B. Medaris, at the Redstone Arsenal near
Huntsville, Alabama. It inherited von Braun’s rocket team and the Redstone missile
program that was already under way at Huntsville. In April von Braun suggested
that the new Jupiter C missile, adapted from the Redstone, could be used to put
a small satellite in orbit by January 1957, several months before the Vanguard was
scheduled to be launched and, it was hoped, before the Soviet Union could put
a satellite in orbit (Dickson 2001, p. 87).

The DOD, in conformity with the Eisenhower policy of separation of military
and scientific missile developments, instructed Huntsville that “it was not to initiate
any plans or preparations for using any part of the Redstone or the new Jupiter
programs as the basis for an orbital launch vehicle” (Dickson 2001, p. 87). Medaris
and von Braun made several insistent appeals, including a request that the Jupiter
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C be designated as a backup to Vanguard. But even this request was rejected.
Rejection did not, however, prevent ABMA from continuing to “bootleg” Jupiter
tests over ranges and at altitudes that exceeded the limits mandated by the DOD.3

In August 1957 Medaris placed two Jupiter C rockets in storage in case an au-
thorization to launch a satellite was given (Dickson 2001, p. 92).

On January 31, 1958, following the aborted launching of the Vanguard TV-3,
a backup Jupiter 3, renamed Juno, launched the first successful U.S. satellite into
orbit. The satellite, renamed Explorer I, was an eighty-inch-long, 30.66-pound cyl-
inder that contained 18.35 pounds of instruments. On March 5, a second Explorer
was launched but never made it into orbit because of a fourth-stage rocket mal-
function. On March 23 Explorer III, with an 18.83-pound payload, was successfully
launched. The Explorer satellites were equipped with the same experimental pack-
age as Vanguard—a micrometeorite detector and a cosmic ray experiment—de-
signed by James Van Allen of the University of Iowa. The detection by Explorer
I and Explorer III of powerful radiation belts surrounding the earth, now referred
to as the Van Allen belts, was the first major scientific discovery of the U.S. space
program and the most important finding to emerge from the IGY (Dickson 2001,
p. 182).

CORONA

At the time of the Sputnik “crisis” the U.S. Central Intelligence Agency (CIA),
the Air Force, and several defense contractors (Lockheed, General Electric, and
Fairchild), with the approval of President Eisenhower, were already working on a
surveillance satellite project that was so secret that the existence of the program
was known to only a few people (Greer 1995; Wheelon 1995; Day, Logsdon, and
Latell 1998; Cloud and Clarke 1999a; Dickson 2001; Taubman 2003, pp. 193–
355) For several months after its initiation, “by order of CIA Chief Allen Dulles
all details were to be passed along verbally and there were to be no documents
or written records” (Dickson 2001, p. 187).4

3. Medaris and von Braun complied with the DOD directive but evaded its intent (Dickson
2001, p. 89). On August 8, 1957, a Jupiter C booster, launched at Cape Canaveral, attained an
altitude of 600 miles and a range of over 1,300 miles. Recovery of the nose cone marked the
first recovery of an object from outer space and demonstrated that the nose cone could survive
the intense heat of reentry (Dickson 2001, pp. 91–92).

4. A proposal for a system of surveillance, communication, and weather satellites was first
made in 1946 in a classified report by RAND. The report envisioned a 1951 launch date (Dick-
son 2001, pp. 69–70). The CORONA project was the outgrowth of an Air Force spy satellite
program: WS-117L. The program had developed so many security leaks that the Air Force pub-
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The United States had initiated aerial reconnaissance over the Soviet Union in
the summer of 1956, using the U-2 spy plane. It was anticipated that the Soviet
Union would soon have radar sophisticated enough to track the flights. However,
Soviet radar tracked the very first U-2 flight over Soviet territory. The Soviets
registered a formal protest within days of the incident. The U-2 continued to range
over much of the world for four years, but restricted its flights over the Soviet
Union.5 By the time the U-2 piloted by Francis Gary Powers was shot down near
Sverdlovsk on May 1, 1960, the CORONA satellite was approaching operational
readiness (Greer 1995, p. 3).

The CORONA program required the solution of a number of exceedingly dif-
ficult technical problems. Its first dozen launches were all failures. Of the first 30
missions, only 12 were productive (Greer 1995, p. 1). Camera design went through
a series of revisions. Retrieving the film capsules involved the return of exposed
film by parachute and midair recovery by aircraft. On August 18, 1960, the first
fully successful CORONA satellite, Discoverer XIV, was launched: “This one sat-
ellite mission yielded photo coverage of a greater area than the total produced by
all the U-2 missions over the Soviet Union (Greer 1995, p. 24).

The technical achievements of the CORONA project were summarized in 1973
by Kenneth Greer: “Its progress was marked by a number of notable firsts: the
first to recover objects from orbit, the first to deliver intelligence information from
a satellite, the first to produce stereoscopic satellite photography, the first to em-
ploy multiple reentry vehicles” (1995, p. 37). The advances in its earth-observing
capacity were particularly noteworthy:

From a single panoramic camera system having a design goal of 20 to 25 feet
ground resolution and an orbital life of one day, to a twin camera panoramic
system producing stereo-photography at the same ground resolution; then to a
dual recovery system with an improvement in ground resolution to approxi-
mately 7 to 10 feet, and doubling the film payload; and finally to the J-3 sys-
tem with a constant rotor camera, selectable exposure and filter controls,

licly canceled it in February 1958 (Dickson 2001, p. 187). It was covertly reactivated in 1958
(Greer 1995). President Eisenhower, disturbed by the lack of progress and frequent security
leaks from the Air Force satellite program, directed that the CORONA project be developed
and managed by the CIA with support from the Air Force and the new ARPA. From its incep-
tion in 1958 until it was phased out in 1972, the CORONA program was a continuing source
of tension between the CIA and the Air Force. For a detailed history, see Taubman (2003,
pp. 193–355).

5. The U-2 flights did contribute valuable information. In June 1957 a U-2 pilot flying over
Kazakhstan detected the Soviet Union’s most important missile test site. Photo interpretation en-
abled analysts to determine the size and power of Soviet rockets from burn marks and the con-
figurations of the pads for exhaust gases (Dickson 2001, p. 100).
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planned orbital life of 18 to 20 days, and yielding nadir resolution of 5–7 feet.
(Greer 1995, p. 37)

The basic outline of the Eisenhower space policy as it evolved by the mid-1950s
was characterized as “separation of civilian and military space projects, and a low
estimate of the political significance of an (early) satellite launch” (Logsdon 1970,
p. 13). In retrospect this policy reflected Eisenhower’s concern that nothing in-
terfere with the objective of negotiating an international “Open Skies” accord. This
same perspective led him to insist that the civilian space effort, including planning
for a lunar landing, be assigned to NASA when it was established in 1958. In 1960
the von Braun team at Huntsville was formally transferred to NASA, thus ending
Army plans for the development of manned space flight (Logsdon 1970, pp. 29–
62).6

By the early 1960s the potential strategic and economic contributions of the
several space programs were beginning to become apparent. The program of
ABMA, motivated by the energetic bureaucratic entrepreneurship of von Braun,
had set in motion the development of the technology that led to the NASA
manned space flight program. Project Vanguard, initiated under the auspices of
the IGY program, laid the groundwork for NASA initiatives in space communi-
cations technology and space science. The several Air Force surveillance projects
advanced the earth-observing technology that became the foundation for much of
modern geographic information systems (GIS).7

Weather Satellites

The first of the NASA applications programs to reach the operational stage was
the Meteorological Satellite Program (Metsat).8 The first weather satellite program,

6. I have discussed the establishment and organization of NASA in chapter 3. For a more de-
tailed account, see Bromberg (1999, pp. 15–44).

7. I do not attempt in this chapter to discuss the more recent developments in military space
programs or the technology of the manned or unmanned space flight programs other than to re-
fer to the launch facilities and delivery vehicles developed and employed in the space programs.
See Johnson (2002b) for the U.S. ICBM program, and Johnson (2002a, pp. 115–153) for project
Apollo, the U.S. manned space flight program. For a very useful account of the development of
U.S. and Soviet military satellites, see Stares (1987, pp. 8–44). In 1961 James E. Webb was ap-
pointed administrator of NASA. Under his leadership NASA was transformed from a small polit-
ically vulnerable agency to one well on its way to a manned moon landing when he retired in
1968. Although Webb was committed to advancing a broad program that included space sci-
ence, communications, and earth-observing satellites, there was never any question that he re-
garded manned space flight as the centerpiece of the NASA program (Lambright 1995). For a
more skeptical perspective, see McDougall (1985, pp. 361–388).

8. This section is adapted from Mack (1990, pp. 19–23). For an excellent history of the tech-
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Project TIROS (Television and Infra-Red Observation Satellite), was initiated as
part of an ABMA reconnaissance satellite program. The project was transferred to
NASA in 1959. The U.S. Weather Bureau, located in the Department of
Commerce, had little influence, or even contact, with the program to develop a
weather satellite until after the launch of the first experimental TIROS I satellite
in 1960.

The Weather Bureau became involved when NASA asked it to evaluate the
utility of the data being returned by the TIROS I satellite. Bureau meteorologists
were enthusiastic about the value of the data. Almost immediately, the Weather
Bureau began to produce and distribute cloud cover maps. By 1962 the Weather
Bureau was providing daily transmission of cloud cover maps to meteorologists.

As NASA began to plan for a more sophisticated Nimbus series of proto-
operational satellites, a series of interagency disputes emerged with the two primary
users of the weather data: the U.S. Weather Bureau and the U.S. Air Force. The
Weather Bureau found the data provided by TIROS, operated by the DOD and
NASA, satisfactory for its purpose.9 The coarse resolution imagery provided by
TIROS was not a problem for the Weather Bureau. It was concerned that the
Nimbus data would be considerably more expensive and that there might be a
gap in data availability before Nimbus became operational. The U.S. Air Force,
still resentful that the TIROS project had been transferred to NASA, was also
concerned about the possibility of a gap between the TIROS and Nimbus projects,
which would leave it without a storm warning system. It was also concerned with
the strategic implication of releasing finer-resolution imagery. The interagency con-
flict was resolved by an agreement with the Weather Bureau that NASA would
continue to maintain TIROS as an operational system while going ahead with Nim-
bus as a NASA research and development project (Lambright 1994).10 The failure
of NASA to give early consideration to potential user needs, in addition to its own
research and development agenda, emerged as a more serious obstacle to the tran-
sition from experimental to operational programs in its communication and earth-
observing satellite programs.

nical development of the series of weather satellites, see Williamson (1995). For a more detailed
account of events, politics, and personalities involved, see Lambright (1994) and Gavaghan
(1998, pp. 129–168).

9. Since the late 1970s the NASA weather satellites have been used to study vegetation and
land cover; to monitor crop failures, range conditions, deforestation, and desertification; and to
develop famine warning systems (Morain 1998, p. 31).

10. The series of TIROS satellites became operational in 1966. They were renamed the
NOAA Polar Orbiting Environmental Satellites in 1970.
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Space Communications

An important unanticipated consequence of the space race, initiated by the suc-
cessful launching of Sputnik by the Soviet Union, was the rapid development of
communications satellites by the United States (Gavaghan 1998). A proposal for
a high-altitude, geostationary, earth-orbiting satellite for telecommunications was
first suggested in 1945 by Arthur C. Clarke, a member of the British Interplanetary
Society and then serving as a Royal Air Force radar officer (Clarke 1945). In 1952
John R. Pierce of Bell Laboratories, writing without knowledge of Clarke’s article,
suggested several promising satellite configurations including both low-altitude and
high-altitude orbits (Durant 1984). But it was President John F. Kennedy’s sense
of urgency about demonstrating American superiority in space that gave impetus
to the technical and institutional innovations that resulted in a commercially viable
space communications industry.

In 1961 President Kennedy issued a “Policy Statement on Communications Sat-
ellites” (Kennedy 1961). The statement recognized the potential economic value
of satellites in providing communications services and recommended (1) govern-
ment policy for the conduct and coordination of research and development, (2)
implementation by the public sector, and (3) an international effort in which all
nations would be invited to participate. Kennedy’s statement was followed by pas-
sage of the Communications Satellite Act of 1962, by formation of the Com-
munications Satellite Corporation (COMSAT) in 1963, and by organization of an
International Telecommunications Satellite Consortium (INTELSAT) in 1964.

Experimentation

During the late 1950s and early 1960s, a number of active communications satellite
tests were conducted. The first satellite, labeled SCORE, was built by the DOD
and launched into orbit on an Atlas rocket in 1958. It was designed to receive a
message from earth, store it on tape, and transmit the message to ground: “SCORE
transmitted what became known as the first ‘voice from space’ when it was used
to transmit a Christmas message to the world from President Eisenhower. The
battery power for its transmitter died on New Year’s Eve” (Edelson 1984, p. 45).
In October 1960 the DOD launched Courier, a much more sophisticated com-
munication satellite. It was solar-cell powered and had four receivers and trans-
mitters. Courier functioned perfectly for eighteen days and then failed because of
a command-system fault. SCORE and Courier demonstrated “that delicate and
complex electronic equipment could be made to survive the trauma of rocket
launch and function in orbit” (Edelson 1984, p. 45).

In the early 1960s the American Telephone and Telegraph (AT&T) Bell Lab-
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oratories used its own corporate resources to develop Telstar, a more advanced
communication satellite. It was launched by NASA on a Thor-Delta rocket into
an elliptical orbit on July 10, 1962. The Telstar surface was covered by solar cells
and was circled by an antenna belt. On the day Telstar was launched, it relayed
live television transmitted from the United States to England and France. Telstar
II was launched into a higher altitude in May 1963. It demonstrated “that a
medium-altitude commercial satellite system was feasible and, to many, that such
a system was preferable” (Edelson 1984, p. 46).

At the time President Kennedy made his 1961 space policy statement com-
mitting the United States to the development of a space communications system,
the technology needed to achieve the goals he set out still had to be demonstrated.
No test of voice or video transmission from a satellite had yet been conducted.
No data on reliable operation of electronic deices or rotating mechanisms in space
had yet been produced. There was considerable doubt as to the acceptability of
the delay in voice transmission from high-altitude geosynchronous satellites for
commercial service (Treubel and Steinmueller 1982; Edelson 1984, p. 41).

Echo. Beginning in the late 1950s, NASA initiated a program designed to resolve
these issues.11 It first initiated a program to develop and launch a series of passive
satellites.12 The first ECHO satellite, launched from Cape Canaveral into orbit in
August 1960, was a metal and plastic balloon with a diameter of ninety-eight feet:
“It provided the first live, two way voice communication via satellite. . . . Within
a week of its launching the first transoceanic satellite message, transmitted from
Bell Laboratories in New Jersey, was received in Paris by an earth station of the
Centre Nationale d’Etudes de Telecommunications” (Edelson 1984, p. 44). A
somewhat larger ECHO II was launched by NASA in January 1964. There was
no expectation that the ECHO satellites would ever develop into operational sys-
tems. Their purpose was to test signal propagation and to develop transmission
techniques.

Relay. Even before Telstar was launched for AT&T, NASA had contracted with
Radio Corporation of America (RCA) to develop a second medium-altitude com-
munications satellite. The satellite, RELAY I, was launched in December 1962;
RELAY II, in January 1964. The RELAY satellites had the capacity to transmit

11. For an authoritative description of the construction, technology, and capacity of the series
of experimental satellites launched between the late 1950s and the mid-1960s, see Jaffe (1966).
For a more colorful history, see Tedeschi (1989).

12. Work by NASA on active and geosynchronous design was delayed until the early 1960s,
pending resolution of territorial disputes with the DOD (Treubel and Steinmueller 1982).
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one live television program or twelve simultaneous two-way telephone conver-
sations. Both satellites transmitted live television around the world for several years.
The importance of the RELAY program to the development of communications
satellites was that (1) a successful satellite design was implemented, thus paving
the way for incremental improvement and commercial adaptation, and (2) ground
station problems of satellite tracking and data acquisition were solved (Treubel and
Steinmueller 1982, p. 273). The one critical limitation of the medium-orbit Telstar
and RELAY satellites was the necessity of tracking the moving satellites.

Syncom. At the time Telstar and RELAY were being launched, NASA had
awarded a contract to Hughes Aircraft for the construction of a geostationary syn-
chronous satellite. In 1958–1959 two Hughes engineers, Harold Rosen and David
Williams, had developed the concept of a spin-stabilized spacecraft to be placed
in a geostationary orbit. The proposal had been initially rejected by the Army and
regarded skeptically by AT&T. It received a more positive response from NASA
(Bromberg 1999, pp. 45–56).

The SYNCOM I satellite was launched into an elliptical orbit with use of a
Thor-Delta rocket in February 1963 but failed to survive the apogee motor firing.13

The success of SYNCOM II, launched in July 1963, and of SYNCOM III, launched
in August 1964, demonstrated two substantial technical and economic advantages
of the geostationary orbit for almost all satellite communications applications. One
was that global coverage could be achieved by only three such satellites. In contrast
many dozens of the lower-orbit Telstar or RELAY satellites would have been re-
quired to provide even, continuous transatlantic coverage. A second was that geo-
stationary satellites allow earth station antennas to be fixed, thus eliminating the
need for expensive tracking equipment and movable antennas (Lovell 1973,
pp. 40–50; Edelson 1984, p. 18; Cohen and Noll 1991, p. 150).

Commercialization

As launching of the several communications satellites proceeded, the need for an
operational entity to implement the system became increasingly apparent to the
communications industry, the Congress, and the administration. Senator Robert
Kerr (D-OK) proposed the creation of a private communications satellite system.

13. The apogee is “the point in an elliptical satellite orbit which is farthest from the surface
of the Earth. Geosynchronous satellites, which maintain circular orbits around the Earth are first
launched into highly elliptical orbits with apogees of 22,237 miles. When the communications
satellite reaches the appropriate apogee, a rocket motor is fired to place the satellite into its per-
manent circular orbit of 22,237 miles” (Pelton 1991, p. 206).
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The Kennedy administration’s bill proposed setting up a corporation in which own-
ership would be divided between the private commercial carriers and the public,
and would be governed by a board consisting of six representatives each of the
common carriers and the public, and three appointed by the president. A third
proposal was introduced by Senator Estes Kefauver (D-TN), which called for an
entirely government-owned satellite system. After a lengthy and often acrimonious
debate, the Communications Satellite Act, similar in most respects to the admin-
istration proposal, was enacted on August 31, 1963 (Pelton 1974; Colino 1984).

While the creation of COMSAT was being negotiated, the Kennedy adminis-
tration was also moving to establish a global communications satellite system. Eu-
ropean governments organized a European Conference of Post and Telecommu-
nication Administrations (CEPT). A series of meetings between the U.S. State
Department and COMSAT officials and representatives of CEPT in 1963 and 1964
resulted in the formation of INTELSAT in 1964. It was also agreed that COMSAT
would serve as the manager of INTELSAT. Ownership would be based on the
signatories’ contributions to the capital costs for the design and establishment of
facilities. Initially the United States would receive 61 percent; Western Europe,
30.5 percent; and Canada, Japan, and Australia, 8.5 percent. The initial percentages
would be modified as other countries joined.14 An INTELSAT Interim Commu-
nication Satellite Committee (ICSC) was established as a liaison body with COM-
SAT to monitor the design, development, construction, maintenance, and oper-
ation of the systems satellites.

The early NASA satellite series—ECHO, RELAY, and SYNCOM—were de-
signed to demonstrate and advance the technology of using satellites for routing
relay and data transmission, and for intercontinental communications (Smith 1976,
p. 233). SYNCOM III served as a prototype for the first generation of commercial
satellites that began operation under the auspices of INTELSAT. At the time ICSC
was formed, a contract with Hughes for the first INTELSAT satellite had already
been placed by COMSAT.

INTELSAT I, popularly known as Early Bird, was launched in April 1965. It
had a capacity of 480 telephone channels. At that time the largest transatlantic
cable operated by AT&T had a capacity of 256 channels (Pelton 1974, p. 65).
INTELSAT II, also built by Hughes Aircraft, was launched in October 1966 to
provide satellite coverage of the Pacific basin. Global coverage was achieved in July
1969 when INTELSAT III, built by Thompson, Ramo, Woodridge (TRW), was

14. For an exceedingly detailed technical and institutional history of the development of the
INTELSAT system, see Science Policy Research Division, Congressional Research Service (1983,
pp. 11–218). See also Pelton (1974); Smith (1976, pp. 121–155); and Colino (1984).
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placed in orbit over the Pacific Ocean. Technical improvements involving greater
power and energy transmission efficiency “made it possible for the INTELSAT III
system of satellites operating over the three ocean regions to provide 1200 voice
circuits, four television channels, or a combination of telephone and television.”15

In its second week of operation, it “transmitted live man’s first lunar landing to
virtually every corner of the globe, setting a new record global television audience
of 500 million people” (Colino 1984, p. 79).

In the mid-1960s congressional budget concerns led NASA to begin to re-
evaluate its satellite commitments. In 1965 NASA informed the Congress that it
had decided to discontinue launching communications satellites and proposed an
Advanced Technology Satellite, later termed Applications Technology Satellite
(ATS), program. The shift was also consistent with NASA’s announced policy of
focusing on technology that would not otherwise be developed by the private sec-
tor. Under the ATS program five experimental satellites of widely varied design,
built to NASA specifications, were constructed by Hughes Aircraft. These were
launched between late 1966 and August 1969. Only two of these satellites, ATS-
1 and ATS-5, functioned completely as planned. Nevertheless, the program has
been evaluated as highly successful in developing some of the critical technologies
employed in the first four INTELSAT satellites.

Planning for two additional ATS satellites, the ATS-F and ATS-G, began in
early 1966. Contracts were awarded, after considerable controversy, first to General
Electric and then, after formal protest, to Fairchild-Hiller in September 1970. Be-
fore the ATS-F was launched in 1974, scheduling delays and cost escalation led
to the canceling of the contract for the ATS-8. Cohen and Noll insist, however,
that the ATS-F program “was not a failure” (1991, p. 163).16 It led to a number
of technical advances in areas such as antenna technology, frequency levels, signal

15. The design and construction of INTELSAT III involved important procedural and con-
tractual innovations by INTELSAT. It was the first satellite series contract award that went
through a full international request for proposal process. The contract was awarded to TRW. For
a detailed technical description of each series of satellites through INTELSAT, see Podraczky and
Pelton (1984). COMSAT Laboratories, established in 1967 on the model of Bell Telephone Lab-
oratories, played an exceedingly important role in monitoring contract awards and development
work by contractors (Tedeschi 1989).

16. Cohen and Noll, who are generally critical of federal funding of technology development
programs, note, “While the ATS program was generally regarded as an enormous success, it was
canceled when NASA was preparing to pursue the next logical step. This contrasts with other
programs, in which efforts appear to have continued far past the point of diminishing marginal
returns” (1991, p. 167). The most obvious answer is that when President Nixon sought to cut all
space programs, NASA placed lower priority on further development of communication satellites
at the expense of its manned space programs.
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transmission power, and ground station design. The ATS-6 satellite was an im-
portant breakthrough in achieving high orbital broadcast power and dramatically
reducing the size and cost of earth-based receivers. It also indicated the possibility
of using satellites for new types of satellite services, such as health and education
in remote locations (Treubel and Steinmueller 1982, p. 276).17

In 1972 the Federal Communications Commission (FCC) authorized qualified
private firms to launch and operate domestic satellite systems. The first privately
operated U.S. domestic satellite, Westar I, was launched at Cape Kennedy by
NASA for Western Union on April 13, 1974 (Smith 1976, pp. 176–185). In 1973
NASA, still under budgetary pressure, announced that the private sector had
reached a level of scientific and technical maturity that the agency could completely
phase out its research and development (R&D) on communications satellites.
Strong support for continuation of the ATS by the leadership of the Senate Aero-
nautical and Space Science Committee and by private-sector user organizations led
NASA to concede that, if the private sector failed to respond adequately to main-
tain U.S. leadership in communications satellite technology, it might be forced to
reevaluate it phase-out decision (Smith 1976, pp. 230–245).

During the 1970s several developed-country members became increasingly un-
comfortable with the monopoly arrangement for management of INTELSAT by
the U.S. COMSAT.18 After several abortive efforts a European Space Agency
(ESA) was formed in 1972 to coordinate all European space R&D, with the ob-
jective of developing an independent launch and satellite capacity. In 1979 France
used its Ariane rocket to put a communication satellite into orbit from the ESA
launch site in French Guiana. France then formed a “private” company, Ariane-

17. Treubel and Steinmueller, using exceedingly conservative assumptions, including that the
entire benefit of NASA investment in satellite communication technology from the initiation of
the ECHO program in the late 1950s through the SYNCOM program accrued to savings in the
U.S.-Europe submarket between 1965–1970, estimated direct resource savings of at least $49.5
million. They comment that they doubted they could find many cases in which the first direct
impact of the baseline technological level of a major innovation covered one third of the costs
within six years. They note that a more complete accounting would include (1) the share of re-
source savings resulting from base-period knowledge and technology development that occurred
after 1970, and (2) the share of the value to society derived from the satisfaction of previously
unfulfilled communication needs. They go on to argue that the NASA space communication ex-
perience demonstrated that public support for technology development may be justified even be-
yond the stage of early communication (Treubel and Steinmueller 1982, pp. 281–284).

18. Before the early 1980s a non-Communist country interested in launching a communica-
tion satellite had only one choice: NASA. To uphold its commitment to INTELSAT, the United
States insisted that any other satellites it launched could be used only for experimental purposes.
For the evolution of U.S policy with respect to international competition in space launch serv-
ices, see Smith (1992).
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space, which successfully marketed launch services for communication satellites
by INTELSAT, several Latin American and Arab countries, and a few private U.S.
firms (McDougall 1985, pp. 424–429).19

By the late 1980s access to international satellite services for voice communi-
cations, data communications, and video services was broadly available. In addition
to INTELSAT, there were regional providers such as Eutelsat, PanAmSat, AR-
ABSAT, and AsiaSat, as well numerous domestic systems that provided some re-
gional coverage, such as AUSSAT (Australia), Palapa (Indonesia), INSAT (India),
and Brasilsat.

When the Reagan administration took office in 1981, it attempted to move
rapidly toward privatization of launch services. Commercialization of satellite com-
munication services had been successful. Why not commercialization of launch
activities? The only aerospace firm to seriously respond to a 1982 NASA request
for proposals was General Dynamics. Its bid presumed that it would be able to
rent government launch activities at a price that reflected incremental cost, that
it would be able to purchase spare parts at a favorable price, and that NASA would
continue to conduct research and development work on launch vehicles and pro-
vide launch facilities. Privatization of commercial satellite launch services was ac-
tively pursued by the Reagan and Bush administrations (Bromberg, 1999, pp. 128–
131).20

As early as the mid-1980s, questions were being raised about the future tech-
nical, economic, and political viability of the COMSAT-INTELSAT system (De-
mac 1986). In the early 1970s RAND had estimated that a low-orbit COMSAT
system could add capacity at a cost of about $8,500 per channel per year—about
one third of the cost of transoceanic cables (Smith 1976, pp. 60–76). A decade
later a RAND study indicated that the introduction of fiber-optical cables had
sharply reduced the cost of terrestrial communications systems and was leading to

19. During the 1970s, NASA spending fell to 36 percent of its Apollo peak in constant dol-
lars. “Policy straitjackets and funding cutbacks stymied the United States in exploiting its own
technology” (McDougall 1985, p. 429). It was also stymied by the reluctance of the recently pri-
vatized communication satellite industry to undertake the investments in technology develop-
ment and testing that were anticipated by the proponents of privatization (Cohen and Noll
1991, pp. 161–177).

20. As of the early 2000s, NASA was responsible for conducting launches of the space shut-
tle, and the Air Force was responsible for launches of military and intelligence satellites. All
other U.S. launches are conducted by private-sector companies. Facilities for launching private
satellites are provided by NASA (Smith 2003). Virtually every rocket used to launch commercial
payloads, whether U.S. or foreign, was until at least the late 1980s still based on ICBM technol-
ogy (U.S. Congress, Office of Technology Assessment 1990).
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excess telecommunication (satellite plus terrestrial) capacity (Johnson 1987; John-
son 1988).21

But by the late 1990s telecommunications analysts were hailing a satellite re-
naissance. Wireless services and satellites were experiencing record growth. A
global telecommunications system was emerging that would include high-altitude,
geosynchronous, earth-orbiting satellites (GEO); low earth-orbiting satellites
(LEO); and a “rich but confused digital mixture of fiber, coaxial cable, terrestrial
wireless and satellite services carrying everything from voice to broadband multi-
media and video services” (Pelton 1998, p. 82). Most of these systems were ex-
pected to be privately operated and directly competitive with the COMSAT-
INTELSAT system. By the early 2000s it was apparent that the anticipated boom
in demand for commercial satellite services had failed to materialize (Pasztor 2003;
Sequeo and Pasztor 2003; Smith 2003).

Earth-Observing Systems

In this section I discuss the role of military procurement in the emergence of earth-
observing systems. It will be useful, however, to first review the role of military
procurement in the post–World War II development of the field of GIS.

Geographic Information Systems

The lineage of GIS traces back to the origins of cartography and to the development
of map overlay systems in the nineteenth century.22 Modern GIS owes its devel-

21. Edwin Layton writes, “In the mid-1960s scientists at ITT’s Standard Telecommunications
Laboratory in England suggested that light waves could be guided by glass to where they were
needed. By 1970 scientists at Corning Glass had made the idea work. Hair-thin pieces of silica
glass could bend easily to serve as “waveguides” for light waves. In an optical fiber, light is fun-
neled in one end, is repeatedly reflected at a low, critical angle off the walls of the fiber, and
emerges at the same angle at the other end—as if it had been placed in a pipeline. This prop-
erty of optical fiber holds true no matter how many turns and twists the fiber makes along its
length. Fiber optic cable provides transmission opportunities far beyond and far cheaper than any
conventional medium” (1986, p. 22).

22. For a history of GIS, see Tomlinson, Wilkins, and Marble (1976); Coppock and Rhind
(1991); and Foresman (1998). H. H. Tomlinson, who developed the Canadian Geographic Infor-
mation System (CGIS) in the mid-1960s with support from the Canadian Department of Agri-
culture, is regarded as the “father of GIS.” Other early contributors include Howard Fisher of
the Harvard Laboratory of Computer Graphics, and David Bickmorat of the Experimental Car-
tography Unit in the United Kingdom (Coppock and Rhind 1991). For a perspective on the
technical and intellectual issues that confront the development of geographical information sci-
ence, a perspective that still retains its currency, see Goodchild (1992).
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opment and spectacular growth in the last quarter of the twentieth century to two
technical developments: the computer and the earth-orbiting satellite. The com-
puter brought about a transition from making maps by hand to the use of digital
technology to produce three-dimensional maps (Clarke and Cloud 2000).23 The
CORONA program, discussed earlier in this chapter, played an important role in
both developments.

John Cloud and Keith Clarke have insisted that the impact of the CORONA
program was so pervasive that it has been difficult to identify “any significant Ge-
ographic Information Sciences technologies, applications, or data sets which do not
have a primary or secondary origin in collaboration with the secret assets of the
military and intelligence institutions” (Cloud and Clarke 1999a).24 They also insist
that the significance of the technology developed in connection with the CORONA
program was not fully understood, even by many of the scientists involved in the
development of GIS, until the declassification of the program in late 1995 (Cloud
and Clarke 1999a).

Cloud and Clarke also suggest that the development of GIS represents a par-
adigm for military and civilian collaboration in “dual use” institutions, technologies
and applications that they term the shuttered box.25 The relationship between the
World Geodetic System (WGS) (classified) and the U.S. Geological Survey (USGS;
unclassified) is an example. “Civilian researchers typically got unrestricted access

23. The social and political implications of these technical changes have been controversial in
the field of geography. Some students of GIS have been critical of what they consider the exces-
sive emphasis by Cloud and Clarke on the impact of the CORONA program on the develop-
ment of GIS. GIS has been criticized as a “new imperialist geography.” See, for example, Pickles
(1995) and Sheppard (1995).

24. For greater detail, see Cloud (2000, pp. 112–217). Cloud reviews the impact of military
procurement, particularly the CORONA program, on the development of the geodetic sciences.
During the 1950s and 1960s, the Air Force supported the establishment and operation of the In-
stitute of Geodesy, Photogrammetry and Cartography (IGPC), at Ohio State University. The
IGPC was the first advanced degree–granting institution in the geodetic sciences in the United
States. It also operated a program of nondegree advanced training and workshops. Participants in
both the degree and nondegree programs were drawn largely from the U.S. and foreign military
services. The overarching research objective was the development of an integrated world geodetic
data system and an earth model. The earth model enabled ICBMs to be accurately targeted, and
ICBM launch sites to be detected by space satellites. The success of the research program led to
its demise. In 1973 the geodetic sciences at Ohio State were merged into the Department of
Civil Engineering.

25. Cloud and Clarke write, “On one side is the classified world populated by those with
clearance. On the other side is the open world of civilian science. The Shuttered Box works in
this manner: by coordinating the opening and closing of shutters on all sides, the view through
the box is precluded at all times—there is an absolute separation between entities on either side
of the box—by opening and closing shutters in tandem, materials and people can pass securely
in either direction back and forth through the box. That which can and has passed through the
box includes: (1) funding; (2) people and their experience; (3) tools and techniques; (4) findings
and related data; and (5) knowledge and science” (1999b, p. 45).
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only to the degraded version of WGS released publicly by the USGS. Even when
civilian agencies were given access to undergraded versions of CORONA photog-
raphy for use in cartographic applications, the origins of the imagery and the data
source were completely disguised” (Cloud and Clarke 1999b, p. 49). The shuttered
box metaphor was appropriate in this case, because the civilian world already pos-
sessed resources relevant to the success of CORONA, cartographic institutions and
geodetic theory, for example, while CORONA had access to technology that was
beyond the capacity of any civilian organization and most government agencies.

Landsat

During the early 1960s NASA scientists and engineers were initiating studies and
experiments to develop technology to monitor earth resources from space. When
NASA first initiated the Earth Resources Technology program in 1964, the pro-
gram was viewed more as an exercise that would enable NASA to put more people
into space than as a program with specific resource-monitoring or management
objectives. Relatively little effort was made to assess the needs of agencies such as
the U.S. Weather Bureau, the USGS, and the U.S. Department of Agriculture
(Mack 1990, pp. 45–55).26

Among the several agencies, the USGS of the Department of the Interior was
the most aggressive in attempting to take advantage of satellite technology. In Sep-
tember 1966 Secretary Stewart Udall announced that the Department of the In-
terior was planning its own program of Earth Observing Satellites (EROS) with
a possible first launch in 1969. In retrospect it appears that the Interior initiative
was taken in an effort to accelerate the NASA program and to generate an incentive
to give greater attention to users’ needs, as opposed to its own internal priorities.27

The NASA response to external interest in the development of applications was
slowed by greater interest on the part of NASA program managers in the devel-
opment of more advanced instrumentation, such as sensors, than in application.

26. The studies of the Landsat satellite system by the Science Policy Research division of the
Congressional Research Service at the Library of Congress (1983, pp. 219–293) and by Pamela
E. Mack (1990) remain the most comprehensive studies of the program. For a very useful tech-
nical history, see Irons (2000). For reviews of U.S. remote-sensing policies, see O’Connell and
Hilgenberg (2001, pp. 139–163), and Rowberg (2002). Although the name of the program to
develop an Earth Resources Technology Satellite was not changed to Landsat until 1972, the
year Landsat I was launched, I follow Mack in referring to the program as Landsat from its start.

27. Documents that have been declassified since the study by Mack (1990) suggest that the
national security agencies thought that any public disclosure of information based on remote
sensing from satellites would be harmful to national security. For a more detailed account of the
tension and the cooperation between the defense and civilian agencies over Landsat applications
for civilian purposes, see Cloud (2000, pp. 217–277).
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Even more important was the opposition to the development of earth-observing
technology for civilian application by the security agencies and the Bureau of the
Budget. Technology that had been developed in the CORONA program was un-
available for use in Landsat. The issue was so sensitive that “the Bureau of the
Budget refused to allow NASA even to list mapping as an objective of Landsat”
(Mack 1990, p. 75). It was not until May 1969 that NASA finally obtained enough
funding to put out requests for proposals for design of the earth resource satellites
that would meet the requirements specified by its own studies and those of po-
tential users, particularly EROS. General Electric was chosen as prime contractor
in mid-1970 (Mack 1990, pp. 94–106).

The first Landsat satellite was successfully launched on July 23, 1972. It was
immediately apparent that “the political future of earth resource satellites de-
pended on the development of an enthusiastic group of users who would act as
a constituency for the program” (Mack 1990, p. 122). Even before the first Landsat
satellite was launched, operational uses were being planned by the USGS. One of
the most important was the identification of those geological formations where
petroleum and mineral deposits might be located. Other unanticipated applications
included the identification of the location and quality of water resources. The suc-
cess of the Interior Department in developing applications led to selection of EROS
as the distribution center for Landsat data. In other federal agencies, such as the
Department of Agriculture, and in state and local agencies, operational use oc-
curred more slowly because the methods for interpretation of Landsat data to meet
agency needs had to be developed, or the establishment of agency capacity to use
the data required specialized training (Mack 1990, pp. 196–211).

By the time Landsat 4 was launched in 1982, it had become the “workhorse”
for environmental research dealing with earth surface monitoring and analysis. It
was apparent that government support for Landsat could no longer be rationalized
on the basis that it was still an experimental program. Yet the Office of Manage-
ment and Budget (OMB) refused to allow NASA to employ a public-goods ra-
tionale as part of its justification for increased funding.28 Questions of ownership
and management of the system had to be addressed. In the case of communications
satellites, the initiative had been taken by the telecommunications industry and

28. The Office of Management and Budget (OMB) “required a whole series of cost-benefit
studies, in which NASA had to justify Landsat not on the grounds of new (economic) benefits
that would result but on the grounds of how much money the satellite project would save the
government by replacing old ways of doing things” (Mack 1998, p. 229). This failure to consider
the public-goods dimension of government research and development was consistent with my
own experience when I was told by a young OMB examiner, “It is not the business of the gov-
ernment to make a profit!”
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COMSAT. After substantial debate President Jimmy Carter transferred Landsat
to the National Oceanic and Atmospheric Administration (NOAA), which con-
tinued to administer the successful weather satellite program. Carter also instructed
NOAA to develop a plan for the privatization of Landsat. The Land Remote-
Sensing Commercialization Act of 1984 authorized commercial operation of the
Landsat satellites under contract with, and subsidized by, NOAA.

In 1985 Landsat was acquired by the Earth Observing Satellite Corporation
(EOSAT), a joint venture of Hughes Aircraft and RCA Astro-Electronics. EOSAT
was charged with operating Landsat 4 and 5 under contract with NOAA, com-
pleting the privatization of Landsat services, and launching several more advanced
satellites (Landsat 6 and 7). EOSAT immediately raised the price of Landsat images
tenfold—from $400 to $4,000 per image (David 2004, p. 12). The effect was to
preclude purchase of Landsat images by academic and independent users and to
limit the market primarily to government and commercial users. Even after pri-
vatization, an ideologically burdened debate about government support for the
Landsat system continued into the early 1990s. It was increasingly recognized that
full commercial viability would not be achieved until well into the next century.
The problem of meeting the competing demands of the several research com-
munities, national security agencies, and civil and commercial users was an obstacle
to achieving scale economies. Remote-sensing data, much of it superior to that
being produced by the older Landsat satellites, became available from the French
SPOT system. The European Space Agency, Canada, Japan, and India were plan-
ning earth-observing satellite launches. Congress delayed funding of Landsat 7,
which it had earlier authorized (see table 7.1 Radzanowski 1991).

By the early 1990s it was clear that the corporate owner of Landsat was unable,
or unwilling, to devote to the program the resources that would be required to
achieve technical or economic viability. The Land Remote-Sensing Policy Act of
1992 repealed the commercialization act of 1984. After a series of rather con-
voluted interagency negotiations, NASA was assigned responsibility for building
and launching Landsat 7, and the USGS was assigned responsibility for postlaunch
satellite and ground systems operations. Landsat 7 was built for NASA by Lockheed
Martin and successfully launched on April 15, 1999. As of the mid-1990s there
remained considerable skepticism that “the United States would maintain lead-
ership in either technology for civilian earth observation or a robust earth observing
operational program” (Mack 1998, p. 235).29

29. James Irons provides a more positive perspective while recognizing the problem that had
been created by premature commercialization efforts: “The Landsat Program claims the longest
record of global observations from space. The record is, however, terribly fragmented as the data
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Table 7.1. Chronology of Landsat and Landsat-Like Launches, 1972–2007

Year Platform (Nationality) Year Platform (Nationality)

1972 Landsat-1 (United Sates) 1996 ADEOS (Japan)
1975 Landsat-2 (United Sates) 1996 PRIRODA (Germany/Russia)
1978 Landsat-3 (United States) 1997 IRS-1D (India)
1982 Landsat-4 (United States) 1998 CBERS (China/Brazil)
1984 Landsat-5 (United States) 1998 SPOT-4 (France)
1986 SPOT-1 (France) 1998 Landsat-7 (United States)
1988 RESURS-01 (Russia) 1998 EOS AM-1 (United States/Japan)
1988 IRS-1A (India) 1998 IRS-P5 (India)
1990 SPOT-2 (France) 1999 Resource 21 (United States)
1991 IRS-1B (Japan) 2000 IRS-2A (India)
1992 JERS-1 (Japan) 2002 ALOS (Japan)
1993 Landsat-6 (United States) 2002 SPOT-5A (France)
1993 SPOT-3 (France) 2004 IRS-2B (India)
1993 IRS-P1 (India) 2004 SPOT-5B (France)
1994 IRS-P2 (India) 2004 ALOS-A1 (Japan)
1994 RESURS-02 (Russia) 2007 ALOS-A2 (Japan)
1995 IRS-1C (India)

Source: Stanley A. Morain, 1998, “A Brief History of Remote Sensing Applications with Emphasis on Landsat,”
in People and Pixels: Linking Remote Sensing and Social Science, ed. D. Liverman, E. F. Moran, R. Rindfuss, and
P. C. Stern (Washington, DC: National Academy Press), 45.

Note: For the full names of platforms and sensors, see S. A. Morain and A. M. Budge, eds., “Earth Observing
Platforms and Sensors,” vol. 2, in Manual of Remote Sensing, ed.-in-chief P. Ryerson, 3rd ed., vol. 2 (Bethesda,
MD: American Society for Photogrammetry and Remote Sensing), CD-ROM. Reprinted with permission of
the American Society for Photogrammetry and Remote Sensing.

As of late 2003 Landsat 7 was approaching the end of its operationally useful
life. Planning for Landsat 8 was delayed. Negotiations with a private contractor for
the development of a satellite system for a Landsat Data Continuity Mission had
been terminated. The scientific user community had expressed concern that priva-
tization would again have the effect of pricing academic research out of the market.
Even greater alarm was expressed about the potential loss of continuity in more
than thirty years of Landsat earth resource observations (Gower et al. 2003).

are distributed amongst the ground station operators. . . . Landsat data for long-term or large-
scale investigations becomes exceedingly difficult to access and exploit. . . . This situation creates
a data processing overhead that is daunting and has hindered multiple scene analysis” (2000,
pp. 5–6).
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Global Positioning

The impact of advances in remote sensing on the development of civil technology
and institutions was severely limited until well into the 1990s by the secrecy as-
sociated with earth-observing technology and information. The situation has
changed rapidly, however. By the early 1990s the U.S. Air Force was supporting
development of the initial Navstar global positioning constellation of twenty-four
orbiting satellites, at least four of which were above the local horizon anywhere
on earth for twenty-four hours a day. They emitted two sets of signals, which
allowed users to calculate their precise location anywhere on earth. One was an
encrypted code for use by the U.S. military and selected allies, and the second
was an open signal for civilian use. During the 1990s the Global Positioning System
(GPS) became increasingly viewed as a global public utility (box 7.1).

At the same time, substantial concerns were being raised about the future of
GPS. The degrading of civilian signals, termed “selective availability,” had become
a constraint on commercial development (National Academy of Public Adminis-
tration 1995). The termination of selective availability after an executive order by
President Clinton in May 2000 resulted in substantial improvements in accuracy
and stimulated a new burst in commercial demand. There remained considerable
skepticism about the commitment of the DOD to making the necessary technical
and financial investments necessary to enhance GPS capacity consistent with the
growth in commercial demand.

The European Union, motivated by both strategic and commercial concerns,
made an official decision in March 2003 to challenge the monopoly status of GPS
by building the Galileo, an independent European satellite constellation. The Gal-
ileo system of thirty state-of-the-art satellites was projected to be operational by
2008. Arguments by the DOD that Galileo would imperil U.S. and North Atlantic
Treaty Organisation (NATO) security interests had not, at least by mid-2003, suc-
ceeded in altering European Union policy (Braunschvig, Garwin, and Maxwell
2003).

At the time this chapter was written, it seemed clear that during the next several
years additional countries and private firms would have high-resolution remote-
sensing satellites in orbit. Many of these, particularly those operated by government
agencies, will have dual use: military and commercial. But most of these will be
selling an appreciable share of their imagery in the open market. And it is doubtful
that any government, or even consortium of governments, will have the capacity
to put meaningful constraints on access to the highest-quality images (Florini and
Dehqanzada 2001).



Box 7.1. Origins of the Global Positioning System

The Global Positioning System (GPS), a satellite-based system enabling re-
markably precise pinpointing of one’s location on Earth, evolved from postwar
work on atomic clocks to test aspects of general relativity theory. Their possi-
ble value for navigation was recognized by the military, which provided years
of “patient federal capital” to mature the technology. The military’s primary in-
terest in what was to become GPS was to improve the delivery of tactical
weapons and to reverse the proliferation of costly new navigation systems.
Early in its development GPS was recognized as a potential dual-use technol-
ogy.

In 1972 several military programs involved in what was to become GPS co-
alesced when the Air Force was given responsibility for developing a navigation
system for all military services, as well as civilian users. Concurrently, technol-
ogies essential to GPS, including the CORONA satellites and microelectronics,
also were being developed. Experimental GPS satellites were launched in 1978.
The initial objectives were to improve navigation for military aircraft and ships,
and to increase the accuracy of the weapons that they carried. Use of GPS for
navigational purposes on civilian aircraft was approved in September 1983 af-
ter the Soviet downing of Korean Airlines Flight 007 over Soviet airspace
(Braunschvig, Garwin, and Maxwell 2003).

By the mid-1990s the Navstar system consisted of a constellation of twenty-
four earth-orbiting satellites, each carrying up to four atomic clocks that pro-
vided timing and ranging signals. A GPS receiver decoded the signals to deter-
mine and display its latitude, longitude, and altitude. Differential GPS is the
most widely used method for augmenting basic GPS signals and now yields
centimeter accuracies over distances of several kilometers. This translated into
an incredible array of applications, such as demonstrating new systems for
landing aircraft in bad weather, site-specific fertilizing and planting of fields,
monitoring train and truck locations, tracking and cleaning up oil spills, and
the siting and location of industrial and commercial facilities. In 1995 the
global commercial GPS market was estimated at $2.3 billion, was already
larger than the military market, and was projected to reach upward of $10 bil-
lion by 2000.

Source: Adapted from Committee on Criteria for Federal Support of Research and Development
(1995, box II.2, p. 49). See also National Academy of Public Administration (1995); Rip and
Hasik (2002); and Zhang, Wang, and Wang (2002).
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Perspective

The initial decision by the U.S. government to put a satellite into orbit was based
entirely on military and strategic considerations. Even before Sputnik was launched
in 1957, the United States was attempting to confront a crisis in its capacity to
monitor Soviet military capacity and deployment. The Eisenhower administration
wanted to establish an international “freedom of space” regime that would legit-
imize its intention to launch a global system of reconnaissance. This interest co-
incided with that of the international geophysics community in designating 1957–
1958 as an IGY. At the time the first satellites were launched, neither the United
States nor the Soviet Union had given significant attention to the potential non-
military uses of applications satellites—for weather forecasting, communication,
earth observation, or geographic positioning.

A question that has not been adequately addressed in the literature is, why did
nonmilitary and intelligence applications of satellite communication technology
achieve commercial viability so much more rapidly than satellite earth-observing
and geographic positioning systems? One answer is that in the case of satellite
communication technology the delivery systems for telephone and television trans-
mission were already in place. Commercial markets developed rapidly. Rapid dif-
fusion of satellite communications technology was a response to a demand or a
need that could not be met efficiently, or in some cases at all, by existing land-
based technology. In addition, latent commercial demand was reinforced by po-
litical motivation, in the wake of the Sputnik launch by the Soviet Union, to pub-
licly demonstrate U.S. scientific and technical capacity for peaceful application of
space technology.

In the case of earth-observing technology, there was only a limited preexisting
commercial market for the services that the new technology could provide. The
initial demand for the data that could be provided by GPS was primarily for mil-
itary application. The initial nonmilitary sources of demand for the data that could
be provided by Landsat were primarily public-sector resource-management and
planning agencies. Furthermore, the development and diffusion of the most ad-
vanced earth-observing technology and data were constrained by national security
considerations.

Development of civil applications was caught up in ideological debates that led
to premature privatization, and in concerns about the security implications of civil
release of earth-observing data. It is also apparent in retrospect that reluctance to
consider the public-good aspects and insistence on premature commercialization
have been a serious constraint on efforts to sustain the United States’ initial pre-
eminence in earth-observing systems.
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In spite of these differences, there was one essential common element that made
the several systems possible. That element was the development, first by the mil-
itary services and later by NASA, of the ICBM launch capacity necessary to place
and maintain in orbit the “voice-from-the-sky” and the “eye-in-the-sky” satellites.
The vehicles that were capable of launching and placing the satellites into orbit
became available only because of the enormous prior investment by the military
services and NASA. These expenditures were induced and precipitated by the cold
war tensions between the United States and the Soviet Union.

In the absence of the development of launch vehicle capacity by the military
services and NASA, it is difficult to believe that even AT&T, arguably the world
leader in commercial telecommunications and electronics in the mid-1950s, would
have made the investments that led to the development of the space communi-
cation and earth-observing industries.
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8

Is War Necessary?

In an earlier book, Technology, Growth, and Development (2001), I concluded that
government-sponsored research and technology development played an important
role in the development of almost every general-purpose technology in which the
United States was internationally competitive. In that book I discussed the role of
public-sector research and technology development (R&D), and of other forms of
public support, on the development of the agricultural, electric light and power,
chemical, computer and semiconductor, and automobile industries.

I noted that between the early 1950s and the late 1970s defense and defense-
related R&D accounted for about two thirds of public-sector support for R&D and
that government support exceeded private support for R&D every year until the
late 1970s (figure 8.1; Ruttan 2001, pp. 547–532). During this same period mil-
itary spending has experienced several cycles but has not risen in real (inflation-
corrected) terms since the mid-1960s. As a share of gross domestic product and
as a percentage of federal government spending, it has declined steadily (figure
8.2). I did not, however, examine in depth the role of defense and defense-related
R&D and procurement on technology development in Technology, Growth, and
Development.

In this book I have reviewed the development of six general-purpose technol-
ogies in which defense or defense-related procurement has played an important
role in technology development. In each of these cases, commercial development
would have been substantially delayed without the stimulus from military and
defense-related procurement. In one case, nuclear power, it is doubtful the tech-
nology would have been developed at all in the absence of military procurement.1

1. In appendix 1, I list the critical dates in the development of the several general-purpose
technologies that I discuss in this book, from the date of initial conception or invention, through
development for military and commercial applications. It is at these stages that military and defense-
related R&D and procurement has had the greatest impact. In appendix 2, I construct a counter-
factual history of the interrelated computer-microprocessor-Internet technologies.
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Figure 8.1. National research and development funding by source, 1953–2001: (A) in
current dollars, (B) in constant 1996 dollars. Source: National Research Council (2005,
p. 19).
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Figure 8.2. U.S. military spending, fiscal year 1947 through fiscal year 2004: (A) con-
stant (2000) dollars; (B) as a percentage of gross domestic product in current dollars; (C)
as a percentage of federal government outlays in current dollars. Source: Gold (2005).
The original data source is Office of Management and Budget, Executive Office of the
President of the United States (2004, table 6.1).
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Figure 8.2. (continued)

I do not argue that the massive military and defense-related R&D and pro-
curement programs that I have reviewed in earlier chapters can be adequately
evaluated in terms of their impact on commercial technology development. They
must be evaluated primarily in terms of their impact on national security.2 Nor
do I argue that the technology spin-off from expenditures on defense and defense-
related research, technology development, and procurement is an efficient way to
advance commercial technology development. Much of military and defense-
related technology has been inordinately expensive. With rare exceptions benefit-
cost calculations have not been carried out.

I do insist, however, that the American, and the global, technological landscape
in which we live today would be vastly different in the absence of military and
defense-related contributions to commercial technology development.

In this final chapter I return to several issues that have emerged in the process
of writing the earlier chapters. The first is the issue of technological maturity. The
second is whether changes in the structure of the U.S. economy and in the military
industrial base preclude military and defense-related procurement from continuing

2. For a review of the literature on the impact of defense and defense-related spending on
economic stability and growth, see Gold (1990). Gold concludes that “defense spending does not
provide a consistent explanation of the aggregate performance of the U.S. economy” (p. 3).



IS WAR NECESSARY? 163

to play an important role as a source of new general-purpose commercial tech-
nologies. The third is whether a major war or threat of major war is necessary to
induce the United States to mobilize the R&D resources necessary to advance new
general-purpose technologies.

Technological Maturity

A major deficiency in the induced, evolutionary, and path-dependency literature
on technical innovation (see chapter 1) is inadequate attention to the problem of
technological maturity. After experiencing rapid or even explosive development
along an initial trajectory, the older general-purpose technologies, discussed in ear-
lier chapters, have often experienced a period of technological maturity or stag-
nation. In some cases renewed development has occurred along a new technological
trajectory. In other cases alternative paths of technology development have not
yet become apparent. In a classic case that has received a great deal of attention
in the economic history literature, the electric power industry, measurable impact
of a revolutionary new technology on economic growth occurred only as the tech-
nology approached technological maturity (David 1990; chapter 4).

There is a modest literature on innovation and product cycles.3 A formal model
of the innovation cycle was first advanced by Robert Evenson and Yoav Kislev
(1975). They traced the history of sugarcane technology development through
three innovation cycles beginning in the middle of the nineteenth century. As each
cycle reached maturity, the productivity of research effort directed to the devel-
opment of new technical varieties declined. In the first two cases, however, ad-
vances in basic biological knowledge opened up new opportunities for a new round
of technology development.

A similar model was employed by Cowan and Foray in an analysis of the com-
plementarities between military and commercial technology. They argued that
when R&D is performed primarily with military applications in mind, scientific
and technical effort will be focused on identifying the part of the distribution that
is most directly related to military application; when commercial applications are
the primary focus, technical effort will focus on development of the most profitable
varieties: “Military and civilian R&D will explore different (though perhaps over-

3. In the mid-1960s Raymond Vernon (1966) advanced a product cycle model to interpret
the initial invention, modification, and adoption of consumer durables in the United States (or
other high-income countries) and the later transfer of production to low-wage economies as the
technology matured. See also Vernon (1979) and Ruttan (2001, pp. 163–166).
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lapping) parts of the technological distribution” (Cowan and Foray 1995, p. 861).
Failure to advance along either the military or commercial part of the trajectory
can, in their model, dampen technical advances in the other. In contrast, advances
in defense-related technology can induce technology development in the com-
mercial sector, and feedback from advances in the commercial sector can induce
technology development in the defense sector.

There is no implication that because an industry becomes mature and is no
longer a dynamic source of growth in its country of origin it cannot continue to
be a source of modest output and productivity gains as it makes the transition
from a leading to a sustaining sector. Similarly, as a result of international tech-
nology transfer, it may become a dynamic source of growth in less technically
advanced countries.4

Mass production in the automobile industry achieved technological maturity in
the United States during the 1930s. It became a leading sector in several European
countries and Japan during the 1950s. During the 1960s a series of technical and
institutional innovations characterized as “just in time” and “total quality control”
assembly were being implemented in Japan. By the 1970s they had begun to dis-
place the traditional “Fordist” mass production system in the United States and
other developed countries in automobile production (Ruttan 2001, pp. 445–452;
chapter 2). Lower labor productivity in the production of wide-bodied jets at
Boeing than at Airbus in the early 2000s was a consequence of failure by Boeing
to move beyond traditional mass production technology and organization.

Aircraft propulsion is an example of an industry in which a mature technological
trajectory was followed rapidly by transition to a new technological trajectory.
Piston-propeller aircraft propulsion achieved technological maturity in the late
1930s. The scientific and technical foundations for a transition to a jet propulsion
trajectory were well under way by the late 1940s. In the absence of military support
for R&D during World War II and military procurement during the Korean War,
the transition to jet commercial aircraft propulsion would have occurred much
more slowly (chapter 3).

The technology of electric power generation from coal-fired power plants
reached technological maturity between the late 1950s and the early 1960s with
boiler-turbine units in the 1,000-megawatt range.5 In the United States the tran-

4. The concept of “leading sector” played a central role in the growth-stage theories of eco-
nomic development (Rostow 1956, 1960).

5. “The technical design frontier was limited by the ability of boilers to withstand high tem-
perature and pressure. The frontier was pushed out by incremental advances, particularly in metal-
lurgy, involving the development of high-temperature alloys. Most of the shift to higher temper-
atures and to reheat cycles was completed in the 1948–57 decade with little change thereafter,
whereas the increase in pressure rating continued until the 1960s” (Gordon 2004, p. 177).
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sition to nuclear energy as a primary source of electrical power has occurred much
more slowly than was anticipated. Political considerations contributed to the pre-
mature selection of the light-water power technology for commercial development
and led to a path-dependent lock-in from which the U.S. commercial nuclear
power industry has not yet been able to escape. It is possible that exploitation of
renewable energy resources or development of one of the other alternative energy
sources (possibly hydrogen) could over the next several decades emerge as a pos-
sible new general-purpose technology. However, none of the technical alternatives,
including nuclear power, appear at present to promise sufficient cost reduction to
enable the electric power industry to again become a leading rather than a sus-
taining source of economic growth in the U.S. economy (chapter 4).

In the late 1960s there were indications that mainframe computer development
was approaching technological maturity. New trajectories were opened up by the
development of the microprocessor. The minicomputer and later the microcom-
puter replaced the mainframe as the most rapidly growing segments of the com-
puter industry and as important sources of output and productivity growth in the
U.S. economy (Jorgenson 2001; Gordon 2004, pp. 22–49). Support by defense
and space agencies contributed to advances in mainframe supercomputer speed
and power into the early 1990s. But by the late 1990s substantial concern was
being expressed about the sources of future advances in computer performance
(National Research Council 1999; National Research Council 2003; chapter 5).

It would be premature to characterize either the Internet (chapter 6) or the
space communication and earth-observing industries (chapter 7) as technologically
mature. Both are, along with the computer and semiconductor industries, part of
a rapidly evolving communications revolution that is expected to extend well into
the first quarter of the twenty-first century.

A continuing issue in the field of information technology is whether productivity
growth in the semiconductor industry can be expected to follow the classical pat-
tern described by Evenson and Kislev. Moore’s law has been interpreted to predict
that the number of components per silicon chip in a microprocessor can be ex-
pected to double every eighteen months (chapter 5). But how long can this ex-
ponential rate of growth continue? Kenneth Flamm has argued that there is nothing
inevitable about Moore’s law. The law, at least into the 1990s, can be interpreted
as “a self fulfilling expectations mechanism.” Companies believed that their com-
petitors were making R&D investments on the assumption that Moore’s law was
more or less valid and that they would have to make comparable investments to
remain competitive: “Moore’s law became an organizing and coordinating frame-
work for private and public R&D in what is the largest and most globalized man-
ufacturing industry in the world (Flamm 2004, p. 170; Branscomb 2005). I am
reluctant, however, to embrace the view that self-fulfilling expectations, even in
the field of information technology, can in the long run overcome the constraints
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imposed by basic physical principles. There have also been suggestions that Moore’s
law will face economic constraints before it confronts physical constraints—pro-
ductivity gains from advances in processing power may not be worth the cost
(Christensen, Anthony, and Roth 2004, pp. 162–165). The collapse of the com-
munication industry “bubble” beginning in the late 1990s suggests some caution
about the more extravagant expectations of continued logistic growth in produc-
tivity in the computer industry or the communications industry more generally.

In concluding this section let me again indicate why I have given so much at-
tention to the issue of technological maturity in the general-purpose technologies
discussed in this book. Historically, new general-purpose technologies have been
the drivers of productivity growth across broad sectors of the U.S. economy. During
the first half of the twentieth century, for example, productivity growth in the
electric power industry was the major driver of productivity growth in the entire
U.S. economy (chapter 4; Gordon 2004, pp. 22–49, 172–217). During the last
several decades of the twentieth century the computer and microprocessor
emerged as the major drivers of productivity growth in the U.S. economy (chapter
5; Jorgenson 2001).

It cannot be emphasized too strongly that if either scientific and technical con-
straints or cultural and institutional constraints should delay the emergence of new
general-purpose technologies over the next several decades, the effect would surely
be a slowing of productivity growth in the U.S. economy. Endless novelty in the
technical elaboration of existing general-purpose technologies can hardly be enough
to sustain a high rate of economic growth. In the case of the general-purpose
technologies that emerged as important sources of growth in the U.S. economy
during the last half of the twentieth century, it was primarily military and defense-
related demand that drove these emerging technologies rapidly down their learning
curves.

Structural Change

The second major issue I address in this chapter is whether changes in the structure
of the U.S. economy and of the defense industries and the defense industrial base
preclude military and defense-related R&D and procurement from continuing to
play an important role in the generation of new general-purpose technologies.6

6. The defense industrial base includes the full range of industries that contribute importantly
to the supply of products that make a unique or important contribution to the nation’s defense
capacity. The defense industry is a subset of the defense industrial base. It consists of firms that
that produce largely or entirely for the military market. Thus, a firm in the steel industry that
produces a specialized steel crucial for the production of submarines is part of the defense indus-
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This issue has been the source of a substantial defense policy debate. Should, for
example, military procurement policy be more explicitly directed to enhancing
commercial technology spin-offs or to the development of dual technologies?7

Spin-Off

During the first two post–World War II decades, the spin-off issue attracted rel-
atively little attention. It was generally taken as self-evident that substantial spin-
offs of commercial technology could be expected from military procurement and
defense-related R&D. It was also generally assumed that there was no need for
policies to enhance the development of dual-use technology—technology devel-
oped with the specific objective of meeting both military and commercial demands:
“Development of technology for commercial purposes typically consisted of self-
initiated actions by private firms aiming at productivity and profits in the market
economy. Development of technology for national defense (and defense-related
missions) was often conducted in military laboratories and relied on federal funds
to generate the technology needed by the Pentagon and other so-called mission
agencies” (Alic et al. 1992, pp. 8–9).8

The slowdown in the rate of economic growth in the United States after the
early 1970s generated considerable controversy about the role of the military in
technology development.9 Some critics had argued, even in the 1960s, that defense-
related R&D was becoming a burden on economic growth. Military and space
research was viewed as drawing scientific and technological capacity away from

trial base but not of the defense industry. In contrast, the missile and space vehicle industry,
which sells 85 percent of its production to the military, is part of the defense industry, even
though a small part of its production may be for civil uses (Flamm 2000, pp. 60–64).

7. Drawing on Cowan and Foray (1995), I define spin-off (or spillover) as a situation in which
research or technology development conducted entirely for application in one sector (military or
commercial) is readily applied or adapted for use in the other sector. In contrast, the term dual
purpose is used to describe technologies that are specifically designed for use by, for example,
both the military and the commercial sectors.

8. This “linear” view (figure 3.1) was articulated most forcefully in the influential report on
postwar science policy, prepared at the request of President Franklin D. Roosevelt, under the di-
rection of Vannevar Bush, Science: The Endless Frontier (1945). As late as the mid-1980s, the
view was vigorously defended by George Keyworth, science advisor to President Ronald Reagan.
Keyworth noted that the Reagan administration had been successful in increasing the share of
federal research support for basic research while reducing the share devoted to applied research,
technology development, and demonstration (Keyworth 1984).

9. The rate of growth of labor productivity (output per hour worked) in the U.S. nonfarm
business economy declined from an annual rate of 3.5 percent in 1948–1973 to 1.5 percent per
year in 1974–1995. It rose to 2.6 percent per year between 1996 and 2000, and to 4.0 percent
between 2001 and 2004 (U.S. Bureau of the Census 1975; Council of Economic Advisors 2004,
p. 342). For an analysis of the long-term productivity growth rate in the United States, see Jor-
genson (2001) and Gordon (2004, pp. 22–49).
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civilian applications. It was argued that the effect was to slow the advance of
industrial technologies and reduce the rate of economic growth (chapter 1; Solo
1962, pp. 49–60; Kaldor 1981; Lichtenberg 1984; Dumas 1986; Lichtenberg
1989). In addition, defense industry firms, even those with substantial commercial
activity, often failed to take advantage of technology transfer opportunities from
their military R&D. Murray Weidenbaum (1992) has observed that “those defense
firms that do operate in civilian markets often tend to maintain operationally sep-
arated insulated divisions that have little contact with each other, merely reporting
to the same top manager” (p. 51).10

An effect of the productivity slowdown that began in the early 1970s was the
questioning of the continuing relevance of the spin-off paradigm. The spin-off par-
adigm had emerged in an era “when the United States dominated world technology
and national defense dominated United States technology development” (Alic et
al. 1992, p. 25; box 8.1).

One of the factors advanced to explain the apparent loss of relevance of the
spin-off paradigm was the emergence of economies in Western Europe and East
Asia, particularly Germany and Japan, as competitors of the United States in a
number of high-technology industries. Another was the revolution in military af-
fairs associated with the winding down of the cold war. Reduction of tensions
between the United States and the Union of Soviet Socialist Republics held out
the promise, or at least the hope, for a dampening of the growth of military and
defense-related budgets. A third was an intellectual challenge to the linear model
of the role of science in technology development (see figure 3.1).

The linear model was deeply embedded in military procurement practice. Pro-
curement followed a “pipeline” progression (see box 1.1). The first step is the
preliminary process of concept definition, which itself requires substantial R&D
resources, conducted by the contracting agency. The second phase involves design,
demonstration, and validation. In this phase multiple firms may advance competing
designs. The process then moves forward to full-scale prototypes and final dem-
onstration—a phase that absorbs up to 20 percent of total system acquisition cost.
This phase may involve more than a single firm. The final phase involves selection
of a sole source contractor and development of the capacity for full production
of the system. Modifications in concept, component technology, and even design

10. I first became sensitive to this issue in late 1970s when a student, then working for a
Minneapolis-based firm that was substantially engaged in both defense and commercial R&D,
noted in a term paper that a wall of secrecy separated the firm’s military and commercial R&D.
His interpretation was that the firm did not want its commercial division to be “contaminated”
by the costly production processes involved in meeting defense-related contracting, quality, regu-
latory, and security requirements.



Box 8.1. Military R&D: The Productivity Puzzle

Is publicly funded military research and development (R&D) a source of tech-
nology development and productivity growth?a In earlier chapters I have pre-
sented historical case studies of the role of military procurement in technology
development for six general-purpose technologies. The results seem to be in
direct contradiction to a number of very careful econometric studies that show
that measured private and social rates of return to military R&D have been
very low and have had no discernible effect on industrial productivity growth
in the United States (Lichtenberg 1984; Lichtenberg 1988; Lichtenberg 1989,
p. 275).

There is a long history of studies of private and social rates of return to
R&D. These studies trace back to the now classic studies of rates of return to
agricultural research by Griliches (1958) and to industrial research by Mans-
field and Beardsley (1977). The results of the large body of firm-level, sector-
level, and economy-wide studies, combined with studies of the sources of pro-
ductivity growth, have supported a view that the social rates of return to R&D
have generally exceeded the rates of return on almost any other form of in-
vestment available to the U.S. economy. These high social rates of return con-
tributed to a consensus that the United States was substantially underinvesting
in R&D—and that this underinvestment was a substantial constraint on eco-
nomic growth. Because of the spillover of R&D benefits in the form of con-
sumers and producers surplus, even privately funded R&D shared the charac-
teristics of public goods—the economic unit that generates the new technology
can capture only a portion of the social benefits deriving from the research.
The policy implication that has generally been drawn is that the United States
should expand public-sector support for R&D to correct private-sector underin-
vestment.

The generality of this conclusion has been challenged, however, by studies
by Lichtenberg (1984; 1988; 1989) and others that have attempted to measure
the private rates of return to firms that conduct publicly funded research and
technology development and of the firm and economy-wide spillover effects of
such R&D. A large number of studies have failed to find significant private or
social rates of return from publicly funded research conducted by private firms.
However, “privately funded R&D in manufacturing industries is found to yield
a substantial premium over the rate of return from ‘own productivity improve-
ments’ derived from R&D performed with government funding” (David, Hall,
and Toole 2000, p. 498).

It has been suggested that one explanation for these results may be that a
high percentage of firm-level federally funded industrial research has been con-
ducted by defense or defense-related firms. Neither the R&D nor the products
resulting from such R&D are subject to a market test. The design of technol-

(continued )
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ogy, firm-level costs, and returns are heavily influenced by bilateral bargaining.
Research results and technology development information are usually classified.
A substantial share of the products derived from the federally funded R&D are
often sold back to the government. Under these institutional arrangements con-
ventional measures of profitability and productivity may not be appropriate
(Griliches 1995, p. 82).

Tests conducted against the impact of federal funding on firm-level R&D or
profitability do not, however, represent an adequate test of the effects of pub-
lic sector, and particularly of defense-sector, R&D on economic performance.
Public funding is often a complement (rather than a substitute) to private
R&D and thus may enhance sector-level profitability and productivity. In addi-
tion, defense or defense-related procurement of services and products resulting
from R&D may represent a substantial stimulus to firm-level research and
technology development.

A number of early studies contributed to a presumption that much of the
R&D conducted or funded by the public sector simply substituted for private-
sector R&D—that it crowded out private-sector R&D. In an attempt to test
the substitution hypothesis, David, Hall, and Toole (2000) conducted a critical
review of the large body of econometric research studies that attempted to
shed some light on the issue of whether public-sector R&D has been a substi-
tute for, or a complement to, private-sector R&D. After sorting out the subset
of studies that were adequately designed to test the substitution hypothesis,
they found that the results from about one third were consistent with the sub-
stitution hypothesis, while two thirds were consistent with the complementar-
ity hypothesis. I find it particularly significant that almost all of the higher-
level aggregate studies were consistent with the complementarity hypothesis.
The implication is that the more aggregate studies were able to capture ele-
ments of complementarity not detected at the individual firm level.

My own view is that we do not yet have, and perhaps cannot have, a body
of rigorous econometric evidence against which to evaluate the economic im-
pact of defense and defense-related R&D and procurement. David, Hall, and
Toole explicitly eschewed any effort to assess the magnitude of the economic
effect of complementarity. What are the implications for the attempt that I
have made in this book to assess the significance of military procurement on
the development of commercial technology? My answer is that careful narra-
tive analysis of individual cases is at present a more effective method of cap-
turing the effects of complementarity than econometric analysis. Paul A. David
has also pointed out to me that narrative analysis may be better able to cap-
ture the long-term or lagged effects of public R&D investments (David 2004).

It is particularly important to assess the extent to which military procure-
ment has induced both demand- and supply-side forces that have shortened

(continued )
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Box 8.1. (continued)

the process of transition from initial concept to commercialization of new general-
purpose technologies. The Semi-Automatic Ground Environment (SAGE) pro-
gram (chapter 5) and the Apollo space mission (chapter 7) drove computer
and microprocessor technology rapidly down their learning curves and ad-
vanced the development of commercial computer technology by at least a de-
cade. Similar examples have been presented in chapters 2 through 7 of this
book.

a I am indebted to Paul A. David and Frank R. Lichtenberg for comments on an earlier draft of
this box.

often take place during this final stage. Numerous subcontractors will be involved
in this stage. The demonstration-validation stage typically takes three to four years;
the full-scale development phase, four to five years. The technology remains in
production, on average, for about fifteen years and in service for many more (Ro-
gerson 1994a; Flamm 1999, p. 241).11

By the mid-1980s this process was beginning to appear increasingly incongruent
with R&D practice in the most advanced sectors of the commercial economy. The
postwar U.S. economy had witnessed an accelerating transformation of the rela-
tionships among science, technology, and production. It became widely recognized
that commercial production processes pressed more immediately, and sometimes
beyond, advances in scientific knowledge (Alic et al. 1992, pp. 11–22).

Dual Use

Beginning in the mid-1980s and into the mid-1990s, civil-military industrial base
integration, usually referred to in terms of development of “dual-use” military and

11. For an excellent brief history and critique of the weapons procurement process, see Lorell
et al. (2000, pp. 15–18). Lorell and colleagues note that most past efforts to reform the weapons
procurement process have had the effect of introducing regulations and processes that have
raised barriers to the transfer of technology between military and commercial applications (Lorell
et al. 2000, p. 15). For an exhaustive account of the evolution of military procurement policy
and practice from the mid-1920s through World War II, see Holley (1964). For detailed analysis
of the weapons acquisition process that retains substantial currency, see Scherer (1964) and
Danhof (1968). For an economic approach to analysis of military procurement policy, see Roger-
son (1994a; 1994b) and Sandler and Hartley (1995). For assessment of the economic and politi-
cal effects of the privatization of procurement, see Markusen (2003).
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commercial technology, became the conventional solution offered for how to solve
the problems of rising cost and declining quality in post–cold war military pro-
curement (Alic et al. 1992; Carnegie Commission 1993). Dual use was itself, of
course, not new. Technology development in the several industries discussed in
the earlier chapters of this book—in gun manufacture, aircraft, nuclear power,
computers and semiconductors, and the space industries—has been, at least in part,
dual use.

Efforts to institutionalize dual use in the procurement process have been con-
troversial. Advocates believed that there were extensive dual-use opportunities in
defense and commercial technologies, processes, and practices, and that U.S. De-
partment of Defense (DOD) adoption of commercial acquisition practices could
result in substantially lower procurement costs. Critics were skeptical about the
extent of potential overlap between commercial and military products and pro-
cesses. They argued that a specialized cadre of defense-related firms operating un-
der close regulation and supervision remained the best solution for weapons pro-
curement (Lorell et al. 2000, pp. 2–3).12

In the mid-1980s concerns about the competitiveness of a number of high-
technology industries—semiconductors, for example—led to a proposal that the
Advanced Research Project Agency (ARPA) be given authority to undertake com-
mercial technology initiatives under the rubric of “dual use.” In 1987 the Congress
authorized a public-private Semiconductor Equipment Manufacturing Consortium
(SEMATECH), in which the federal government proposed to contribute up to 50
percent of the cost over a five- to ten-year period for development of new high-
technology equipment for the manufacture of semiconductors (chapter 6).

In an influential book published in 1992, Beyond Spinoff, five highly respected
students of defense industrial policy urged a much more conscious weighting of
potential civilian applications in defense-related research, technology development,
and procurement (Alic et al. 1992). An implication is that support of defense-
related technology should extend well beyond defense application in the way, for
example, that ARPA continued to support the development of ARPANET even
after the establishment of MILNET in 1982 (chapter 6).

The Clinton administration initially embraced, at least at the rhetorical level,
the dual-use concept. It implemented a Technology Reinvestment Program (TRP),
which had been approved by Congress but not implemented by the Bush admin-

12. In an iconoclastic book, The Bottomless Well, Huber and Mills (2005) argue that, though
the relationship between military and commercial technology development can no longer be de-
scribed by the dual-use and spin-off paradigms, the relationship remains important: “The military
industrial complex now consists of two relatively thin bookends on our enormous civilian high-
tech economy” (Huber and Mills 2005, pp. 149–150).
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istration. The immediate objective of TRP was to advance the entry of new firms
into the commercial development of technologies important to the military. De-
fense procurement reforms would be aimed at modifying military specifications to
encourage greater use of products available in commercial markets. Military spec-
ifications were to be replaced by performance-based specifications (Perry 1994;
Schmidt 2000). It was anticipated that lower costs arising out of economies of
scale and other sources of cost reduction associated with commercial production
would reduce acquisition costs.13

A second objective was to enhance the competitive position of U.S. manufac-
turers in high-technology products in international markets (Stowsky 1999).14 The
program received good marks for being well designed. It initiated a number of
projects that were successful in meeting its dual-use objectives. A key difference
between TRP and other dual-use programs was the emphasis that ARPA placed
on the ability of TRP to generate technologies that resulted in commercial prod-
ucts. Other DOD dual-use efforts focused primarily on military applications and
left subsequent commercial development of the technology largely to the private
sector.

In retrospect it is clear that these efforts were badly underfunded and encoun-
tered substantial resistance from both the DOD and the large defense contractors.15

13. The dual-use initiative was proceeding simultaneously with a debate about defense indus-
try diversification policy. Efforts were made by the DOD to encourage defense firms to respond
to decline in DOD procurement resources by diversifying into production for the commercial
market—mass transit vehicles in contrast to airframes, for example. The DOD motivation was to
preserve the economic viability of enough defense industry firms to assure rivalry among firms in
procurement. Some analysts were highly skeptical of the capacity of defense industry firms to
successfully pursue diversification. Murray Weidenbaum (1992) argued, for example, that the
managerial and technical capacities of most military contractors were best suited to making
weapons and that their most appropriate response would be to downsize. Other analysts pre-
sented a much more optimistic perspective on defense conversion efforts and have criticized the
Pentagon for not pressing conversion efforts more forcefully (Markusen and Yudken 1992; Gan-
sler 1995).

14. In the 1980s and into the early 1990s, the Carter, Bush, and Clinton administrations
were involved in the development of public institutions to advance commercial technology.
Among the more effective were the Small Business Innovation Research Program (SBIR), the
Advanced Technology Program (ATP) of the National Bureau of Standards and Technology, and
the cooperative research and development agreement (CRADA) program (box 4.1). The ATP
and CRADA programs involved cooperative agreements and cost sharing between private firms,
government laboratories, and universities. I have discussed these and related programs in greater
detail in Ruttan (2001, pp. 576–583). For the SBIR program, see Wessner (2000). For the ATP,
see Wessner (1999). For a recent and very positive evaluation of CRADAs, see Adams, Chang,
and Jensen (2003).

15. For a retrospective study of experiments by the Air Force to introduce commercial ap-
proaches in weapons procurement, see Lorell et al. (2000). Lorell and colleagues classify the op-
portunities for introduction of commercial approaches to procurement of military weapons or
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The 1994 Republican Congress, as part of a general attack on federal technology
programs, eliminated the TRP budget as of the end of the 1996 fiscal year (Mor-
rison 1995). Once again, efforts to develop a “supply-side” or “technology-push”
approach to strengthening incentives and capacity of firms in the defense industry
in order to advance commercial technology had not met the test of political vi-
ability (Higgs 1994; Markusen 1997; Oden 1999; Stowsky 1999).

Consolidation

The demise of dual use as a major DOD initiative was confirmed in 1993 when
Deputy Secretary of Defense William Perry announced an end to a half century
of costly effort by the DOD to maintain rivalry among defense contractors by
opposing mergers of firms producing comparable products (tanks, aircraft, satellites,
submarines, and others). The Pentagon change in policy set off a flurry of mergers
that reduced the ranks of the largest contractors (those with sales of over $1 billion
each) from fifteen in 1993 to four in 1997 (figure 8.3).16 The Pentagon permitted
the contractors to write off the merger costs and have a return on investment, on
the presumption that the mergers would save the government money in the future
(Markusen 2000, p. 9).

At the beginning of the twenty-first century, the United States was still the
dominant global producer of a broad range of capital- and skill-intensive defense
and defense-related systems. It still accounted for more than two thirds of defense
and defense-related R&D spending by the North Atlantic Treaty Organisation
(NATO) countries and Japan. But the absolute size of defense procurement had
declined in real terms to less than half of the 1985 cold war peak (Flamm 1999,
p. 227; see figure 8.2). Furthermore, the share of output of the U.S. economy
accounted for by the manufacturing sector had declined to less than 15 percent.

components into three categories: (1) pure commercial, (2) commercial but substantially modi-
fied for military use, and (3) military unique. The focus of the review is primarily on technolo-
gies and practices in category 2. Their conclusions are somewhat ambiguous. They find opportu-
nities for substantial cost savings from adoption of commercial parts, technologies, and
manufacturing and procurement practices in areas such as digital avionics. At the same time,
they caution that careful oversight may be required to avoid sacrificing features essential to mili-
tary performance in exchange for cost savings (Lorell et al. 2000, pp. 193–199).

16. “During the 1990s the number of credible aircraft prime integrators for fighters and
bombers declined from seven to two. Similarly from 1990 to 1998 the number of U.S. missile
manufacturers fell from fourteen to four while space launch vehicle producers declined from six
to two. By 2001 only one credible developer of air to air missile producers remained active”
(Lorell et al. 2002, p. 4). Similar consolidation occurred in Europe (Lorell et al. 2002, p. 6).
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Military and defense-related procurement had become a smaller share of an eco-
nomic sector that itself accounted for a smaller share of national economic activity
(Ruttan 2002).

An implication that a number of defense intellectuals drew from the structural
changes in the defense industrial base and in the structure of the U.S. economy
is that it no longer made sense to think of defense industrial policy in terms of a
defense industrial base—a defense industrial base separate from the general in-
dustrial base. A policy issue that emerged from this discussion is the question, how
should the United States proceed in construction of a transnational defense
industrial-base strategy (Markusen 1998; Markusen 2000; Lorell et al. 2002)? In
spite of extensive debate about the changing structure of the U.S. industrial econ-
omy and the changing structure of the defense industrial base, I have yet to identify
a recent comprehensive analysis of the changing structure of the defense industrial
base or of the policy implications for defense procurement.17

A Future for General-Purpose Technologies?

It is now time to turn to the third and even more difficult question. Military and
defense-related R&D and procurement have played an important role in the emer-
gence of most of the general-purpose technologies developed in the United States
in the twentieth century. For more than a half century, the United States has been
almost continuously engaged in either hot or cold wars. No matter how unpleasant,
the question must be addressed: whether a major war, or threat of a major war,
is necessary to induce the U.S. political and economic institutions to commit the
very large resources necessary to generate or sustain the development of major new
general-purpose technologies. In attempting to respond to this question, one must
answer three additional questions.

17. For an early comprehensive study informed by the structure, conduct, and performance
tradition of industrial organization research, see Gansler (1980). Gansler (1980, p. 4) argues that
the defense industries and the defense industrial base were becoming both economically ineffi-
cient in the production of defense material and strategically unresponsive in terms of the ability
to respond with sufficient speed to meet an emergency. Gansler insists that the solution would
involve extending defense planning to incorporate the defense industries and the broader defense
industrial base (pp. 263–264). The Gansler book was written before the consolidation of the de-
fense industries in the 1990s. For useful perspectives on the changing structure of the defense
industry, see Markusen (1998), Flamm (1999; 2000), and Lorell et al. (2002).
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Private Sector

The first question is, can the private sector be relied on as a source of major new
general-purpose technologies? The quick response is that it cannot! When new
technologies are radically different from existing technologies and the gains from
advances in technology are so diffuse that they are difficult to capture by the firm
conducting the research, private firms have only weak incentives to invest in sci-
entific research or technology development (Nelson 1959; Markiewicz and Mowery
2003). Each of the general-purpose technologies that I have reviewed have required
several decades of public support, primarily in the form of military R&D and de-
fense or defense-related procurement, to reach the threshold of commercial via-
bility.18

Decision makers in the private sector almost never have access to the patient
capital implied by a twenty-year, or even a ten-year, horizon (National Research
Council 1999, pp. 233–235). This does not mean that the private sector cannot
under the right conditions be a source of new general-purpose technology. When
Mervin Kelly, director of research at Bell Laboratories, decided in the mid-1930s
that vacuum tubes would become an obstacle to the efficient operation of tele-
phone switchboards, he hired William Shockley to initiate a program to explore
the potential of solid-state physics in communication technology (chapter 5).

Lewis Branscomb and colleagues at the Harvard Kennedy School of Public Af-
fairs note, however, that in the United States many of the older research-intensive
firms have almost completely withdrawn from the conduct of basic research and
are making only limited investments in early-stage technology development.19 Dur-
ing the first several decades after World War II, transient circumstances such as
limited international competition or monopoly power reinforced by government
regulation, as in the case of American Telephone and Telegraph, enabled research-
intensive firms to take a long-term perspective on returns from basic research and

18. Referring specifically to the development of the electronic digital computer, Flamm
(1988) notes that “the initial demonstration of radically new devices and architectural concepts
were pioneered in an environment in which government (typically the military) shared the risks
and costs. Development and refinement of the advances largely occurred in a commercial setting,
as industry applied these ideas to more business-oriented applications” (p. 13).

19. Early-stage technology development includes “the technical and business activities that
transform a commercially promising invention into a business plan that can attract enough in-
vestment to enter a market successfully and through that investment become a successful inno-
vation” (Branscomb and Auerswald 2002, p. 1). Branscomb and Auerswald distinguish early-stage
technology development from incremental or evolutionary technical change in the area of a
firm’s core business interests.
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early-stage technology development. Since the early 1990s changes in industrial
structure have driven many corporations that had previously been quite research
intensive, such as Radio Corporation of America, International Business Machines,
and Xerox, almost entirely out of basic research and early-stage technology de-
velopment (Branscomb and Auerswald 2002; Auerswald et al. 2003).20

As support for basic and even early-stage technology development at large cor-
porate laboratories has atrophied, new institutional arrangements for advancing
scientific knowledge and technology development have emerged. These often in-
volve complex relationships among large corporate research laboratories, special-
ized independent research laboratories, and venture capital “angels” or firms. These
organizations have increasingly established close links with university or govern-
ment laboratories that are involved in the more basic or conceptual investigations
associated with technology development (Branscomb and Auerswald 2002, pp. 41–
57).

The cases reviewed in this book suggest that entrepreneurial firms have often
been most innovative when they have had an opportunity to capture the economic
rents generated by complementary public investment in R&D. Even the most in-
novative firms often have great difficulty in pursuing more than a small share of
the technical opportunities opened up by their own research, particularly if these
opportunities fall outside the firms’ core operating business lines. I find it difficult
to anticipate that the private sector, without substantial public support for research
and technology development, will become an important source of new general-
purpose technologies over the next several decades.

Public Sector

A second issue is whether a more aggressive policy of public support for com-
mercially oriented R&D might become an important source of new general-purpose
technologies. I have argued in Technology, Growth, and Development (Ruttan 2001,
pp. 368–422) that molecular biology and biotechnology will represent the source
of the most important new general-purpose technologies of the early decades of
the twenty-first century.

For more than three decades the molecular genetics and biotechnology research
leading to the development of commercial biotechnology products in the phar-

20. Sustained public support has enabled the United States to remain preeminent in scientific
research (Paarlberg 2004). Preeminence in scientific research is, however, only loosely linked to
preeminence in technology development. See box 3.2 for a discussion of the importance of artic-
ulation between advances in scientific and technical knowledge. See also figure 3.1.
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maceutical and agricultural industries was funded almost entirely by private foun-
dations, the National Science Foundation, the National Institutes of Health, and
the national energy laboratories—largely at government and university laborato-
ries.21 When the pharmaceutical and agricultural industries decided to enter the
field in the late 1970s, they found it necessary to make very substantial grants and
contracts to university laboratories to obtain a “window” on the advances in the
biological sciences and in the techniques of biotechnology that were already under
way in university laboratories (Ruttan 2001, pp. 377–384). When defense agencies
in the United States and the Soviet Union (Union of Soviet Socialist Republics)
began to explore the development of bioweapons and their antidotes, they also
found it necessary to access capacities in molecular biology that were available only
in university and health agency laboratories (box 8.2 Regal 2002).

I suggested earlier in this chapter that by midcentury a combination of concerns
about environmental and energy security could induce sufficient public support
for the development of alternative energy sources—sources other than carbon-
based fossil fuels or nuclear energy. Modest efforts have been made since the mid-
1970s to explore renewable-energy technologies, and considerable progress has
been made in moving down the learning curves for photovoltaics and wind turbines
(Alic, Mowery, and Rubin 2003, p. 12). The Bush administration has placed major
emphasis on the potential of hydrogen technology to provide a pollution-free sub-
stitute for carbon-based fuels by the second half of the century (National Research
Council and National Academy of Engineering 2004; Pacala and Socolow 2004;
Romm 2004).22

It is possible that advances in scientific and technical knowledge will make pos-
sible the development of economically viable general-purpose energy technologies
by the middle of the century; however, it would require major sustained public
support for alternative-energy R&D, including the redirection of research programs
of the national laboratories (chapter 4), to create the productive new opportunities

21. In 1938 Max Delbruck, at the California Institute of Technology, working with the sup-
port of the Rockefeller Foundation, identified DNA as the physical carrier of genetic informa-
tion. In 1953 James Watson and Francis Crick, working at Cambridge University, identified the
double helix structure of DNA molecules. In 1973 Stanley Cohen (Stanford) and Herbert Boyer
(University of California, San Francisco), supported by National Institutes of Health grants, dem-
onstrated a method for stably inserting genes from a foreign organism into a host genome (Rut-
tan 2001, pp. 373–374).

22. A hydrogen economy would involve “the production of molecular hydrogen using coal,
natural gas, nuclear energy or renewable energy (e.g., biomass, wind, solar); the transport and
storage of hydrogen; and the use of hydrogen in fuel cells, which combine oxygen with the hy-
drogen to produce electricity (and some heat)” (National Research Council and National Acad-
emy of Engineering 2004, p. 8; Huber and Mills 2005, pp. 75–90).



Box 8.2. Biotechnology and Bioweapons

As the cold war began to wind down in the 1980s, defense intellectuals and
military planners began to advance a spin-on policy as a complement to policies
designed to enhance the spin-off of military and defense-related technologies to
commercial use.a

Three reasons were advanced for the shift toward spin-on. One was the
growing availability of high-performance dual-use technology in commercial
markets. Another was the high and increasing costs of developing new technol-
ogies intended primarily for defense applications. A third was that product life
cycles in commercial markets were becoming shorter than in military systems.
As a result the technological sophistication of commercial products was in-
creasingly running ahead of military specifications (Samuels 1994, p. 28; Gan-
sler 1995, pp. 135–146; Stowsky 1999).

The examples advanced by advocates of a more aggressive effort by military
and defense-related agencies to draw on technologies available in commercial
markets were typically specific rather than general purpose. Examples included
technically advanced components of the Patriot missile produced by Japanese
subcontractors, which were initially developed for commercial markets, antil-
ock braking systems developed by the automobile industry to work rapidly and
effectively in rugged environments, and computer-assisted surgical procedures
that had initially been developed and applied in civilian settings.

Biotechnology provides a particularly compelling example of the spin-on
of a major general-purpose technology from academic and civil government
laboratories to both commercial and military applications (Henderson 1998;
Alibek and Handelman 1999; Osterholm and Schwartz 2000; Miller, Engel-
berg, and Broad 2002). Major interest in bioweapons initially focused on the
use of naturally occurring agents such as smallpox, anthrax plague, botulism
tularemia, and hemorrhagic fever. Concern about the implications of biowea-
pons led in 1972 to an international Biological and Toxins Weapons Conven-
tion prohibiting the development and production of biological weapons. The
convention was signed by the United States, the Soviet Union, and 138 other
nations.

In 1969 President Richard Nixon ordered the U.S. bioweapons program dis-
continued except for research and development for defensive purposes. It is
now known that until at least 1992 the Soviet Union was engaged in a massive
bioweapons program that involved not only enhancement of the effectiveness
of natural agents but also “the creation of genetically engineered strains of
combination viruses that would defy conventional treatments” (Osterholm and
Schwartz 2000, p. 41). It is an open question whether U.S. efforts to develop

(continued )
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Box 8.2. (continued)

defenses against bioweapons did not also involve weapon development. To
make a vaccine against such things as anthrax or salmonella, one must have ac-
cess to supplies of the organisms.

The spin-on of civilian technology for military application in biotechnology
opens up an entirely different set of policy issues than the spin-off of military
technologies for commercial application. In the case of atomic energy, the U.S.
Atomic Energy Commission exercised almost complete control over application
development and diffusion of the technology for several decades (chapter 4).
However, when civil and commercial development precedes military applica-
tion, the possibility of achieving effective control over diffusion is greatly
weakened.

In the case of bioweapons, knowledge of the technology needed to weapon-
ize naturally occurring agents or to design new and more effective agents is
widely available not only to scientists at university and government laborato-
ries, but also more broadly to commercial laboratories and individual scientists.
Little progress has yet been made in bringing the production and use of bio-
logical weapons under the discipline of international law (Meselson 2001).

a The term spin-on refers to the transfer of technologies initially intended for civil or commercial
application to military or defense-related applications (Samuels 1994, p. 18).

for private-sector investment in alternative-energy technology development and
diffusion. Thus, I am skeptical that alternative-energy technologies will become a
low-cost source of economic growth.

Is it reasonable to anticipate the sustained public support that would be nec-
essary to induce the development of new general-purpose commercial technolo-
gies? Traditionally, substantial public support for commercial technology devel-
opment has been limited primarily to the fields of agriculture and health.23

However, since the early 1980s the federal government has initiated several ad-
ditional efforts to support commercial technology development. These include (1)

23. A reviewer raised the question whether there were any similarities that account for the
success of public support for technology development in agriculture and health, and public sup-
port for technology development in the defense and defense-related industries. One response is
that one cannot ignore the importance of very large public-demand-side programs in both agri-
culture and health.
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public-private cooperative agreements designed to enhance the spin-off of tech-
nology from national laboratories in the form of cooperative research and devel-
opment agreements (CRADAs), (2) an Advanced Technology Program at the Na-
tional Institute of Standards and Technology (NIST) to provide financial support
for public-private cooperation on R&D projects judged to have substantial public-
goods dimensions or long-time horizons to achieve commercial viability, and (3)
a Small Business Innovation Research (SBIR) program designed to support agency
needs and to advance commercialization of technology.

The projects supported by these programs have generated a number of evo-
lutionary advances in commercial technology and substantial economic benefits.
The SBIA, which is funded by a formula that requires federal agencies that have
R&D programs of more than $100 million to allocate at least 2.5 percent of their
R&D budget support to SBIA projects, has received consistent support. The
CRADA and NIST programs, however, have had difficulty sustaining political vi-
ability.24

Over two decades ago Richard Nelson (1982) observed that public support for
the development of industrial technology was rarely forthcoming in the absence
of an aggressive procurement program. The United States has not yet designed a
coherent set of institutional arrangements for public support of R&D for civil pur-
poses. My own preferred model for such institutions is the public-private research
institutes directed to the problems of specific industries, such as the former Na-
tional Committee on Aeronautics and the SEMATECH semiconductor equipment
consortium (National Research Council 1999; Wessner 2000, pp. 129–130). When
long-term political viability of public support for commercial technology devel-
opment has been achieved, it has depended on vigorous support and representation
by the industry for which the technology is being developed in the governance of
the R&D organization.

In spite of a number of promising initiatives, I remain skeptical that public
support for nonmilitary or defense-related technology development can be de-
pended on to become the source of major new general-purpose technologies in
the foreseeable future. These programs have generated substantial economic ben-
efits, but even the most successful programs must be evaluated in terms of their
contributions to evolutionary rather than revolutionary changes in technology.

24. The ATP budget grew from $67.9 billion in 1993 to $199.5 million in 1994. Its budget
doubled in 1995 and was scheduled to double again in 1996. The growth of the program was
curtailed, however, when it came under strong attack after the 1994 midterm election (Ruttan
2002, p. 379).
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Is War Necessary?

A third question that must be answered is whether military and defense-related
R&D can again become a source of major new general-purpose technologies. A
negative answer to this question is already implicit in my discussion of the changing
structure of the manufacturing sector of the U.S. economy, of the defense in-
dustries, and of the broader defense industrial base within the manufacturing sec-
tor.

Since the end of the cold war, the objectives of defense agencies have shifted
toward enhancing their capacity to respond to shorter-term tactical missions. This
trend was induced by an emerging consensus that the threat of system-level war
ended with the cold war. Many defense intellectuals had come to believe that major
interstate wars among the great powers had virtually disappeared by the end of
the twentieth century (Barnett 2004, pp. 59–106). The effect has been to reduce
incentives to invest in defense and defense-related “big science” and “big technol-
ogy.”

I remain somewhat skeptical, however, of the apparent consensus that supports
these conclusions. A major problem in assessing technology futures is knowing what
is going on right now. It seems quite apparent, for example, that if I had been
writing this book in the mid-1970s, I would not have noticed, or would have
attached little importance to, the commercial potential of research that had been
supported by the ARPA Information Processing Office since the early 1960s. I
certainly would not have anticipated the emergence of the Internet and its dramatic
commercial and cultural impacts (chapter 6).

It would not have been unreasonable in the mid-1980s to anticipate that the
massive scientific, technical, and financial resources, several multiples of the re-
sources devoted to the Manhattan Project (chapter 4), committed to the Strategic
Defense Initiative (SDI), popularly known as “Star Wars,” could become the source
of new general-purpose technologies.25 The purpose of the SDI was to deter a
potential attack on the United States by Soviet ballistic missiles armed with nuclear
warheads. Design of the system would depend, for example, on advances in sensor,
laser, computer, software, and guidance and control technologies. It was anticipated
that an operational system might become available by 2004. It is not yet possible,
however, to identify credible projections of major commercial spin-offs from SDI.26

25. For an early example of the exaggerated expectations of commercial technology spin-offs
from the SDI, see Browne (1986).

26. In a 1989 report the Congressional Office of Technology Assessment indicated that the
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It is quite possible, as in the case of the ARPA information technology program,
that two decades is too short a time on which to base such assessments. There
have yet been few published attempts to anticipate any radical new commercial
technologies that might be induced by efforts to transform U.S. military forces to
meet nontraditional and postconquest challenges, such as those encountered in Iraq
(Deitchman 2004). In spite of these qualifications, however, I find it very doubtful,
in the absence of at least a threat of major war, that the U.S. political system could
be induced to mobilize the very large scientific, technical, and fiscal resources com-
parable to those required to initiate and sustain the development of major military
and defense-related general-purpose commercial technologies of the past.

It was access to large and flexible resources that enabled powerful bureaucratic
entrepreneurs such as Leslie Groves and Hyman Rickover (chapter 4), Joseph Lick-
lider (chapter 6), and Del Webb (chapters 3 and 7) to mobilize the resources
necessary to move the general-purpose technologies from initial innovation toward
military and commercial viability (Doig and Hargrove 1987). They flourished in
a political and administrative environment that accommodated their entrepreneu-
rial energies—an environment that no longer exists for military and defense-related
agencies and firms.

The rationalization of the processes involved in the allocation of resources to
R&D in defense and defense-related procurement, combined with changes in the
structure of the defense-related industrial base, has placed serious constraints on
the ability of military R&D and defense-related procurement to continue to play
a dynamic role as a source of new general-purpose commercial technologies.

Perspective

I have argued in this chapter that the U.S. private civil economy is unlikely to
generate the major new general-purpose technologies necessary to sustain rates of
productivity and economic growth comparable to the rates achieved during the
early post–World War II decades and again during the information technology bub-
ble that began in the early 1990s. I have also argued that in the absence of a major

SDI Innovative Science and Technology Office devoted its resources almost entirely to explora-
tory development work, with only informal consultation with the several military services (U.S.
Congress, Office of Technology Assessment 1989, p. 54). For an exceedingly thorough early as-
sessment of the scientific, technical, and policy considerations involved in the development and
implementation of the SDI, see U.S. Congress, Office of Technology Assessment (1985). See
also Haley and Merritt (1986), Fought (1987), Molina (1989, pp. 80–89), and Donohue (1994).
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war, or threat of a major war, new general-purpose technologies are unlikely to
emerge from military R&D and procurement.

Would even the large demands that would be placed on the U.S. economy by
a major war or threat of war induce the development of major new general-purpose
technologies comparable to the general-purpose technologies induced by World
War II and the cold war? This is a question that I and other students of science
and technology history and policy cannot answer. There can be no doubt, however,
that the advances in scientific and technical knowledge and commercial technology
induced by demand for defense and defense-related technology in the past imposed
very heavy opportunity costs on the U.S. economy. I am reluctant to believe that
the design of civil institutions capable of mobilizing the scientific, technical, and
financial resources necessary to sustain rapid technical change and to direct these
resources into economically and socially productive activities is beyond U.S. ca-
pacity. I am not, however, optimistic that we will design such institutions in the
present economic and political environment.

I am left with three questions. Will it take a major war or threat of war to
induce the mobilization of the scientific, technical, and financial resources necessary
to develop major new general-purpose technologies? My answer to this question,
based on historical experience, is that it may. But if the United States were to
mobilize the necessary scientific, technical, and fiscal resources, would the U.S.
defense industries and the broader U.S. defense industrial base be capable of re-
sponding? My answer is that the U.S. industrial base is losing its capacity to respond
without drawing on international technical and financial resources. The third ques-
tion is, would such an effort lead to the development of economically viable new
general-purpose technologies? I remain skeptical.

When the history of U.S. technology development in the next half century is
eventually written, it will focus on incremental rather than on revolutionary
changes in both military and commercial technology. It will also be written within
the context of slower productivity growth than the relatively high rates that pre-
vailed in the United States during the 1950s and 1960s, and during the information
technology bubble that began in the early 1990s.
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Appendix 1

From Concept to Commercial Development:
Seven General-Purpose Technologies

In this appendix, I list critical dates in the development of the several military or defense-
related general-purpose technologies discussed in this book. I trace the time from the
date of scientific discovery or technical invention to the date of economically viable com-
mercial development. The time ranges from approximately fifteen to thirty years.

In 1968 Edwin Mansfield, in Technological Change, summarized the evidence available
in the mid-1960s on the time interval between invention and innovation (or commercial
adoption) for almost fifty technologies (pp. 74–77). With few exceptions the period from
invention to innovation was less than ten years. He also presents data suggesting that
the time from invention to innovation declined from the early twentieth century to the
post–World War II period.

1. Interchangeable Parts

1798 Bill authorizes President George Washington to establish public arsenals.

1815 Roswell Lee is appointed superintendent of Springfield Armory.

1818 Roswell Lee contracts with Thomas Blanchard to develop irregularly shaped
gun stocks.

1819 John Hull is appointed assistant armorer at Harpers Ferry Armory.

1823 First guns with fully interchangeable parts are delivered to the U.S. Army
by Harpers Ferry Armory.

1834 Guns with fully interchangeable parts are produced at two different armor-
ies for the first time.

2. Jet Propulsion

Mid-1930s Germany and Britain initiate jet aircraft development programs.
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Early 1940s U.S. National Committee on Aeronautics establishes a Special Com-
mittee on Jet Propulsion.
Westinghouse and Allis Chalmers initiate jet engine development.

1941 U.S. Army decides to put Whittle-designed engine in a jet engine to
be built by General Electric for an aircraft to be built by Bell Air-
craft.

1948 First commercial jet airliner, powered by four Rolls Royce engines,
built by Vickers.

1953 First de Havilland Comet begins scheduled service between London
and Johannesburg.

1954 Lockheed introduces L-188 Electra passenger jet powered by Allison
581 engine.

3. Nuclear Power

1933 Otto Hahn and Fritz Strassman at Kaiser Wilhelm Institute in Berlin
split atoms by bombarding nuclei with neutrons.

1942 Manhattan Engineering District is established to develop atom bomb.

1942 (Dec.) Enrico Fermi demonstrates controlled nuclear fusion at University of
Chicago Stag Field laboratory.

1945 (Aug.) Uranium bomb is dropped over Hiroshima; plutonium bomb is
dropped over Nagasaki.

1955 Nautilus, first nuclear submarine, is launched.

1956 First demonstration nuclear power plant at Shippingport, Pennsylva-
nia, is placed on line.

1962 Yankee and Consolidated Edison commercial-scale nuclear power
plant is put on line.

4. Electronic Digital Computer

1937 First electronic digital computer is designed by John Atanasoff at Iowa State
University; it is demonstrated by Atanasoff in 1940.

1946 John W. Mauchly and J. Prosper Eckert Numerical Integrator and Calculator
is demonstrated.

1952 International Business Machines (IBM) commercial version of Defense Cal-
culator, IBM 701, is placed on the market.

1953 Engineering Research Associates deliver Atlas computer to National Security
Agency.
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1957 Whirlwind computer is developed at the Massachusetts Institute of Technol-
ogy (MIT); it is produced by IBM for U.S. Air Force Semi-Automatic
Ground Environment (SAGE) project.

1958 First section of SAGE project becomes operational.

5. Semiconductors

1936 William Shockley hired by Bell Laboratories to initiate solid-state research
program.

1947 Shockley, John Bardeen, and Walter Brattain produce first point-contact
transistor.

1958 Jack Kilby of Texas Instruments develops first integrated circuit. Robert
Noyce and Gordon Moore of Fairchild Conductor invent planar process in-
tegrated circuit.

1970 First microprocessor invented at Intel.

6. Internet

1962 Defense Advanced Research Projects Agency (DARPA) Information
Processing Office (IPO) is established. Joseph Licklider is appointed
first director.

Late 1950s– Paul Baran, of the RAND Corporation, writes a series of papers pro-
early 1960s posing packet routing and switching. Similar proposal is made by

Donald Davies of the British National Physics Laboratory in the mid-
1960s.

1966 Lawrence Roberts is given mandate to build large computer network
by IPO Director Robert Taylor.

1969 Bolt, Beranek and Newman complete work on development of the
first Interface Message Processor (IMP) designed to route message
packets along alternative routes.

1972 Internet is demonstrated at International Conference on Computer
Communication.

1990 Tim Breners-Lee, then working at the European Center for Nuclear
Research (CERN) in Switzerland, creates the first server, browser,
and protocols that have become central to the operation of the
World Wide Web.

1994 Netscape, founded by Marc Andreesen, introduces the first easy to
use commercial browser.
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7. Satellites

1898–1916 Theoretical and experimental work by Konstantin Tsiolkovsky and
Robert Goddard demonstrates feasibility of rocket flight in space.

1940–1944 Development and deployment of V-2 rockets in Germany by team is
directed by Werner von Braun.

1945 German rocket team surrenders to U.S. Army. Team is brought to
Fort Bliss, Texas, to continue experimental work.

1949 Rocket team is transferred to Redstone Arsenal in Huntsville, Ala-
bama. The “super V-2” Redstone rocket is developed.

1955 President Eisenhower approves plans to develop satellite as part of
U.S. participation in International Geophysical Year. Project Vanguard
is assigned to U.S. Navy.

1957 The Soviet Union launches Sputnik I and II.

1958 SCORE, first active communication satellite, launched by U.S. Army.
Transmitted Eisenhower Christmas message to the world.

1959 After several failures the U.S. Army successfully launches Vanguard
III.

1960 Weather Bureau Television and Infra-Red Observation Satellite is
launched.

1963 COMSAT Act authorizes commercialization of communication satel-
lites.

1972 First Landsat earth-observing satellite is launched by the National Aer-
onautics and Space Administration (NASA).
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Appendix 2

Computers, Microprocessors, and the
Internet: A Counterfactual History

In this appendix I present an abbreviated counterfactual history of the electronic digital
computer, the microprocessor, and the Internet. In constructing the counterfactual nar-
rative, I assume a world in which military and defense-related research and technological
development and procurement have played no role in the development of the three
interrelated technologies. I have, in effect, assumed a world in which World War II and
the cold war either did not occur, or at least had no impact on commercial technology
development. The timing of events in the narrative is clearly subjective. But it does draw
on my study of the development of these three technologies (see chapters 5 and 6). I
am indebted to Jeffrey Yost for comment on an earlier version.

1940 First electronic digital computer is demonstrated by John Atanasoff at
Iowa State University.

1947 Point-contact transistor is invented by Shockley, Bardeen, and Brattain
at Bell Laboratories.

1960 First commercial electronic digital computer is introduced.

1965 First commercial application of transistor is effected.

1968 Planar process integrated circuit is invented.

1975 Integrated circuits begin to replace vacuum tubes in telephone switch-
boards and computers.

1980 Minicomputer is introduced.

1983 Microcomputer is introduced.

1985 National Science Foundation initiates support for development of soft-
ware to enable computers of different designs to “speak to each
other.”

1992 Computer Interface Message Processor is invented.
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2002 Internet browser is invented.

2004–2006 Rapid diffusion of personal microcomputers takes place.

2010 Measurable impact of computer on total factor productivity in private
business sector is detected.
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Grübler, A., 69, 85, 88

Hacker, B. C., 3n1, 8, 18
Hafner, K., 118n7, 128
Haley, P. E., 184n26, 187
Hall, B. H., 169b–170, 186
Hallion, R. P., 49, 53, 66
Handelman, S., 180, 186
Hanley, P., 49, 66
Hargrove, E. C., 184, 187
Harrar, G., 98, 113
Hartley, K., 4n2, 19, 171n11, 190
Hasik, J. M., 152, 157
Haskins, J. C., 125n11, 129
Hayami, Y., 10, 18
Henderson, D. A., 180, 187
Heppenheimer, T. A., 47, 66
Heron, S. D., 43n11, 66
Hersey, J., 75n8, 88
Hewlett, R. G., 71, 71n3, 72, 73n7, 76–

77, 82, 87, 88
Hicks, J., 10, 18
Higgs, R., 174, 188
Higham, R., 47n18, 66
Hilgenberg, G. H., 147n26, 156
Hirsh, R. F., 71, 81n17, 88
Hoddeson, L., 99n12, 113
Hoke, D. R., 26, 31
Holl, J. M., 76–77, 88
Holley, I. B., Jr., 37b–38, 46, 66, 171n11,

188
Hounshell, D. A., 21, 27n9, 28n11, 30–31
Howard, R. A., 25n7, 31
Huber, P. W., 172n12, 179n22, 188
Hughes, J., 29, 31

Hughes, T. P., 70, 71n2–71n3, 76n10, 88,
96, 111, 115n1, 116, 118, 118n7, 128

Hunsaker, J. C., 43, 46, 48n19, 67
Hutcheson, J. D., 102, 112
Hutchinson, G. D., 102, 112

Illinois Institute of Technology, 4, 18
Irons, J. R., 147n26, 149n29, 155
Isenson, R. S., 4, 19

Jaffe, A. B., 84, 88
Jaffe, L., 139n11, 155
Jehl, D., 63n34, 67
Jensen, J. E., 84, 87, 173n14, 186
Johnson, L. L., 145, 156
Johnson, L. R., 92n2, 111
Johnson, S. B., 136n7, 156
Jordan, P., 62, 65–66
Jorgenson, D. W., 109–10, 112, 165–66,

167n9, 188
Jorgenson, M. R., 95n8, 112
Jovanovic, B., 101, 112

Kaempffert, W., 3, 18
Kahn, R. E., 122–23, 128
Kaldor, M., 4, 18, 168, 188
Katz, B. G., 92n2, 94, 96, 98n10, 99n12,

104, 112
Kennedy, J. F., 138, 156
Kennedy, M., 171n11, 172, 173n15,

174n15, 188
Kenney, M., 126, 128
Kevles, D. J., 72n6, 88
Keyworth, G. A. II, 167n8, 188
Kislev, Y., 163, 165, 187
Kogut, B., 126n13, 127–28
Kuhn, T. S., 14n15, 18

Lambright, H., 83, 89
Lambright, W. H., 136n7, 137, 137n8,

155
Langlois, R. N., 98, 101, 107n24, 107–9,

112, 127–28
Latell, B., 134, 155
Laurence, W. L., 71n3, 72n5, 88
Lawler, A., 84, 88
Lawrence, P. K., 62, 67



200 AUTHOR INDEX

Layton, E., 145n21
Leachman, H. B., 72n4, 88
Lee, J.A.N., 92n3, 112
Lerner, J., 84, 88
Levine, R. C., 99n12, 112
Levins, H., 171n11, 172, 173n15, 174n15,

188
Lichtenberg, F. R., 4, 18, 168, 169, 171,

188
Licklider, J.C.R., 116, 128
Linsford, J. L., 65, 67
Lipsey, R. G., 5n4, 18
Litan, R. E., 127–29
Logsdon, J. M., 131–32, 134, 136, 155–56
Lorell, M., 171n11, 172, 173n15, 174n16,

174n15, 176, 176n17, 188
Lovell, B., 140, 156
Lowell, J., 171n11, 172, 173n15, 174n15,

174n16, 176, 176n17, 188
Lucas, R. E., Jr., 10n12, 18
Lyon, M., 118n7, 128

Mack, P. E., 136n8, 147, 147n26, 147n27,
148, 148n28, 149, 156

MacKenzie, D., 94, 103n19, 103–4,
104n21, 104n20, 105–6, 106n22, 109–
10, 112

MacKerron, G., 80, 88
Maddox, R. J., 75, 88
Mahoney, M. S., 107n24, 109, 112
Malakoff, D., 81n16, 88
Mansfield, E., 169, 188, 191
Marble, D. F., 145n22, 157
Marcus, A. A., 80, 89
Markiewicz, K., 5n6, 18, 177, 188
Markusen, A., 4, 18, 171n11, 173n13,

174, 175, 176, 176n17, 188
Marschak, J., 76n9, 89
Martin, J. M., 85, 88
Maxwell, J. C., 151, 152, 154
McCraw, T. K., 29n12, 31
McDougall, W. A., 136n7, 144, 144n19,

156
McNeill, W. H., 3, 18
McTeague, J. M., 84, 87
Melman, S., 4, 18

Merritt, J., 184n26, 187
Meselson, M., 181, 188
Meserve, R., 80n14, 89
Miller, J., 180, 189
Miller, R., 33n1, 43n12, 63, 67
Mills, M. P., 172n12, 179n22, 188
Min, B. K., 178, 186
Misa, T. J., 101, 112
MIT Nuclear Energy Study, 80, 89
Mokyr, J., 4, 10n12, 18, 22, 32
Molina, A. H., 184n26, 189
Moore, A. M., 174n16, 176, 176n17, 188
Morain, S. A., 137n9, 150, 156
Morrison, D. C., 174, 189
Mowery, D. C., 4, 5n6, 9n11, 18, 27n8,

32–33, 33n1, 43–44, 48, 62–64, 67,
85, 87, 92n2, 99n12, 107–9, 107n24,
112–13, 125n12, 126–29, 177, 179,
186, 188

Nakicenovic, N., 85, 88
National Academy of Public

Administration, 151, 152, 156
National Research Council, 7, 18, 92n2,

93–94, 95n9, 98, 98n10, 106,
108n28, 108n27, 108n26, 109n29,
113, 116n4, 129, 160, 165, 177, 182,
189

National Research Council and National
Academy of Engineering, 86, 89, 179,
179n22, 189

National Science Board, 3, 18
Nef, J. U., vii, 4, 19
Nelson, R. R., 11, 11n14, 19, 26–27,

27n8, 28n10, 32, 99n12, 113, 177,
182, 189

Noble, D. F., 8n9, 19
Noll, R. G., 79n12, 84, 87, 140, 142,

142n16, 144n19, 154
Norberg, A. L., 93, 94n7, 108, 113,

115n2, 115n1, 116, 116n4, 118n7,
121n9, 122, 127, 129

Nordhaus, W. D., 10n12, 19

O’Connell, K., 147n26, 156
Oden, M., 174, 189



AUTHOR INDEX 201

Office of Management and Budget, 161,
189

Office of Science and Technology Policy,
60, 67

Ogden, J. M., 85, 86, 89
O’Neill, J. E., 108, 113, 115n2, 115n1,

116, 116n4, 118n7, 121n9, 122, 127,
129

Osterholm, M. T., 180, 189

Paarlberg, R. L., 178n20, 189
Pacala, S., 179, 189
Palmer, J. H., 92n2, 111
Pasztor, A., 145, 156–57
Patterson, D. G., 28, 31
Pattillo, D. M., 60n31, 62, 67
Pelton, J. N., 140n13, 141, 141n14,

142n15, 145, 154, 156–57
Perry, W. J., 173, 189
Petre, P., 92, 94n7, 114
Phillips, A., 92n2, 94, 96, 98n10, 99n12,

104, 112
Pickles, J., 146n23, 157
Podraczky, E., 142n15, 157
Pool, R., 71n3, 72–73, 77, 79, 86
Porter, M. E., 5n3, 19
Pugh, E. W., 92n2, 94, 98n10, 111, 113

Quarterman, J. S., 125n11, 129

Radzanowski, D. P., 149, 157
Redmond, K. C., 95n9, 96, 98, 113
Regal, P. J., 179, 189
Rhind, D. H., 145n22, 155
Rhoades, R., 81, 89
Rifkin, G., 98, 113
Riordan, M., 99n12, 113
Rip, M. R., 152, 157
Rivlin, A. M., 127–29
Rogerson, W. P., 171, 171n11, 189
Roland, A., 33n1, 38, 40, 40n7, 41–42,

43n11, 44n14, 46, 48, 48n19, 49b–
50, 50na, 52, 52n20, 53n21, 53n22,
53n23, 54, 67

Roland, R., 116n4, 129
Romer, P. M., 10n12, 19

Romm, J. J., 86, 89, 179, 189
Rosen, S. P., 14, 19
Rosenberg, N., 3–4, 5n4, 9n11, 10, 10n12,

17–19, 21, 21n1, 25–26, 25n7, 27n8,
31–34, 33n1, 43, 48, 49, 50nb, 62–
63, 65, 67, 92n2, 99n12, 107n24, 113

Rostow, W. W., 164n4, 189–90
Roth, E. A., 63n33, 66, 166, 186
Rousseau, P. J., 101, 112
Rowberg, R. E., 147n26, 157
Rubin, E. S., 85, 87, 179, 186
Ruttan, V. W., 4–5, 7n7, 9–10, 9n10,

10n12, 13, 18–20, 22n2, 28, 32, 48,
51, 67, 69n1, 70–71, 81n17, 83, 86,
89, 91, 91n1, 98n11, 99n13, 102n17,
103, 103n18, 107n23, 109–10, 113,
116n5, 129, 159, 163n3, 164,
173n14, 176, 178–79, 179n21,
182n24, 190

Sahal, D., 47n18, 67
St. Peter, J., 45, 47n18, 57n29, 67
Samuels, R. J., 180, 181na, 190
Sanchez-Rom, J. M., 5n5, 17
Sandler, T., 4n2, 19, 171n11, 190
Sawers, D., 33n1, 43n12, 63, 67
Scherer, F. M., 171n11, 190
Schmidt, C. P., 173, 190
Schmookler, J., 9, 19
Schott, J. B., 150, 155
Schumpeter, J., 9, 19
Schurr, S. C., 76n9, 89
Schwartz, J., 180, 189
Science Policy Research Division,

Congressional Research Service,
141n14, 147n26, 157

Seidel, R. W., 82, 89, 92n2, 93, 113
Sequeo, A. M., 145, 157
Sheppard, E., 146n23, 157
Sherwin, C. W., 4, 19
Shockley, W., 99–100, 100n14, 113
Shurkin, J., 92n3, 92n2, 113
Simcoe, T., 125n12, 126, 129
Simonson, G. R., 34n2, 43, 67
Slater, R., 92n3, 113
Smith, D. D., 141n14, 143–44, 157



202 AUTHOR INDEX

Smith, M. R., 3–5, 19, 21–26, 21n1, 22n2,
23n3, 24n5, 25n6, 32

Smith, M. S., 143n18, 144n20, 145, 157
Smith, R., 85n18, 87
Smith, T. M., 95n9, 96, 98, 113
Socolow, R., 179, 189
Solingen, E., 80, 89
Solo, R. A., 4, 19, 168, 190
Sombart, W., 3–4, 19
Sperling, D., 86, 89
Stares, P. B., 136n7, 157
Steinmueller, E., 139, 139n12, 140, 143,

143n17, 157
Steinmueller, W. E., 101, 107n24, 108,

113
Stiroh, K. J., 110, 112
Stoff, M. B., 72n5, 75, 89
Stowsky, J., 173–74, 180, 190
Sullivan, M., 62, 65–66

Taubman, P., 134, 135n4, 157
Taylor, J. J., 80, 89
Teal, G. K., 99, 113
Tedeschi, A. M., 139n11, 142n15, 157
Teich, A. H., 83, 89
Thirtle, C. G., 4, 9–10, 20
Thome, J. J., 150, 155
Tilton, J. E., 81, 89
Tomash, E., 94, 94n7, 113
Tomlinson, R. F., 145n22, 157
Toole, A., 169b–170, 186
Townshend, J.R.G., 150, 155
Treubel, M., 139, 139n12, 140, 143,

143n17, 157
Trimble, W. F., 35n3, 67

U.S. Bureau of the Census, 36, 67, 167n9,
190

U.S. Congress, Office of Technology
Assessment, 144n20, 157, 184n26,
190

U.S. Secretary of Energy Advisory Board,
84, 89

Usher, A. P., 24n4, 32
Usselman, S. W., 95, 114
Ustin, S. L., 150, 155

Vander Meulen, J., 43, 67
Vernon, R., 163n3, 190
Vincenti, W. G., 41, 41n8, 49, 68
Vlachos, K., 174n16, 176, 176n17, 188
Von der Linden, F. R., 37b–38, 50, 55n24,

68

Walsh, V., 9, 20
Wang, M., 152, 158
Wang, N., 152, 158
Warner, R. M., 99n12, 114
Watson, T. J., Jr., 92, 94n7, 114
Weidenbaum, M., 168, 173n13, 190
Weinberg, A. M., 80, 82, 90
Wessner, C. W., 101, 103n18, 114,

173n14, 182, 190
Westwick, P. J., 82, 84, 84nb, 84nc, 90
Wheelon, A. D., 134, 157
Wilkins, H. W., 145n22, 157
Williams, B. O., 109, 111
Williams, R. H., 72n5, 75, 85, 89
Williams, R. C., 71, 77, 87
Williamson, M., 137n8, 157
Williamson, O. E., 5n3, 20
Winter, S. G., 11, 12, 11n14, 19, 20
Wolfsthal, J. B., 81n15, 89
Woodbury, R. S., 24n4, 32
Woodcock, C. E., 150, 155
Wright, G., 19, 26–27, 27n8, 28n10, 32

York, H. F., 132, 158
Yost, J., 128, 195
Yudken, J., 4, 18, 173n13, 188

Zhang, N., 152, 158
Ziman, J., 11n14, 20



203

Subject Index

Page numbers followed by n indicate notes.

Advanced Research Projects Agency
(ARPA), 16, 60, 106, 115, 120,
120n, 126–27, 172–73, 184

decommissioning, 125
establishment, 132
funding of SEMATECH, 103
Information Processing Techniques

Office, 108n, 115–18, 121
research centers, 119f

purpose of, 115n
user-led development and, 120–22

advanced technology development, 6
AEC. See Atomic Energy Commission
AEG, 77
aerodynamic flow, area rule of, 50, 53–54
aerodynamic theory, 34

early advances in, 44
Aeronautical Society, 38
aeronautics research and development

support for, 33, 63
aerospace industry 60, 60n
agricultural industry

technical change, 10
technology development, 179, 181,

181n
Airbus A-380 superjumbo, 65
Airbus Industries, 63, 63n, 65

labor productivity and, 164
Air Commerce Act of 1926, 40

aircraft
in airmail service, 37b
all-metal, 36, 64
Bell X-1, 50b, 53
cabin pressurization in, 55
commercial, 15, 43, 55, 55n, 57, 62, 64
first successful, 34
for high-speed flight, 48–54
jet-powered, 44–45, 44n, 53, 55, 57, 64–

65
large-bodied, civil, 63
military, 15, 47, 48, 56–60
propeller-driven, 44, 44n, 64
swept-wing design, 47, 47n, 56
thermal deicing of, 48, 50

aircraft development
at Boeing, 54–60
government expenditures on, 36, 39
Post Office Department and, 37–38
post-WW II design revolution in, 56–60

aircraft engines, 35–36, 36n
air-cooled radial, 42, 42n, 50
gas turbine propulsion, 44n, 57n
jet, 57n

in commercial use, 46–47
development of, 44–45
first production in U.S., 46

Liberty 12-A, 35
liquid-cooled in-line, 42n



204 SUBJECT INDEX

aircraft engines (continued)
piston, 43n
research on, 42, 42n

aircraft industry, 33
diversification, 56n
economic structure, 43
international competition in, 62–63
military procurement and, 64–65
development of, 43–44
technological maturity, 164
transition to aerospace industry, 60, 60n

Aircraft Production Board, 35, 40n
air defense

computerized, 95–98
SAGE system for, 95–98, 107, 107n,

115, 171
innovations in, 96–98, 98n

airfoil design, 41
airline industry, 37–38, 43, 47
airmail service, 36, 37–38
airplanes. See aircraft
Albatros DVa, 36n
Allis Chalmers, 46
Aloha Alto, 121
American Airlines, 57n, 58

SABRE airline reservation system, 107n
American Telephone and Telegraph. See

AT&T
Ames, Joseph, 41
Anderson, Harlan, 98
Andreesen, Marc, 127n
anthrax, bioweapon potential of, 180
Apogee, of satellite orbit, 140n
Apollo space mission, 101, 171
Applications Technology Satellite program.

See ATS
applied research, 6
area rule of aerodynamic flow, 50, 53–54
Arianespace, 143–44
armories. See also Harpers Ferry armory;

New England armory system;
Springfield Armory

diffusion of, 25–27
in nineteenth century, 22

Army Ballistic Missile Agency, 133–34,
136

Army Ballistic Research Laboratory, 15, 92–
93

Army Corps of Engineers, and atom bomb
development, 72–73

Army Ordinance Ballistic Missile Agency,
60

Army Signal Corps, 16
Engineering Laboratory, 101
first airplane purchased for, 34, 34n
and semiconductor industry, 101

Arnold, Hap, 46
ARPA. See Advanced Research Projects

Agency
ARPANET, 115, 126–27, 172

creation, 116–22
decommissioning, 125
demonstration of, 118–21
in military command and control, 124
Network Control Program, 123
TCP/IP protocols, 124
use, 120–22, 120n

arsenals. See armories
artificial intelligence, 116n
Asia, high-technology industry, 168
Atlas computer, 94, 94n
atomic bomb. See nuclear weapons
atomic clocks, 152
Atomic Energy Act of 1954, 76, 76n
Atomic Energy Commission (AEC), 13, 75–

77, 76n, 79, 86, 181
cost estimates in 1960s, 80
disbanding of, 83
establishment of, 82, 84b
procurement by, 5
purposes of, 82

atomic energy facilities, U.S., 73, 73n, 74
Atoms for Peace, 13, 75–77
ATP. See National Institute of Standards

and Technology, Advanced
Technology Program

ATS, 142–43
AT&T 123, 154

Bell Laboratories communications
satellite, 138–39

Australia, communications satellite, 144
Automatic Digital Network, 124



SUBJECT INDEX 205

Automatic Sequence Controlled Calculator
(Mark I), 92

automobiles, first, 29n
automobile industry

American and European, 29n
bicycle industry and, 28–29
mass production in, 15
technological maturity and, 164

aviation
development of civil, 47–48, 47n
commercial, 33, 37–38. See also aircraft,

commercial

Babcock and Wilcox, 77
Baran, Paul, 117, 117n, 127
Bardeen, John, 16, 99–100
batch processing, 115–16
Bedford, George, 24n
Bell Aircraft Corporation, 46
Bell System, 96
Bell Laboratories, 14, 16, 99–100, 109,

117
Solid State Department, 99, 99n, 100n

Bell X-1, 50b, 53
Benz, Karl, 29n
Beyond Spinoff, 172
Bickmorat, David, 145n
bicycle manufacturing, 28–29
binary automatic computer, 94n
biological technical trajectory, 10
Biological Toxins and Weapons

Convention, 180
biotechnology, 178–79, 180–181
bioweapons, 179, 180–181
Blanchard, Thomas, 23
Boeing 707, 57–58, 57n, 59, 62, 64
Boeing 727, 59
Boeing 737, 59
Boeing 747, 58, 59, 62, 64
Boeing 757, 59
Boeing 767, 58, 59, 63n
Boeing 777, 58, 59
Boeing Aircraft Company

aircraft development at, 54–60
passenger aircraft, 58, 59, 62
labor productivity, 164

large-bodied aircraft, 63
military tanker aircraft, 63n

Boeing Aircraft and Transport Company,
47, 54

Boeing B-9, 54–55
Boeing B-17, 55, 56–57
Boeing B-29, 55
Boeing B-36, 60–62
Boeing B-47, 62
Boeing B-52, 62
Boeing B-247, 55, 55n
Boeing 7E7 Dreamliner, 65
Boeing Sonic Cruiser, 65
Boeing Stratocruiser, 55
Boeing 307 Stratoliner, 55
boiler-turbogenerator unit, 70
Bolt, Beranek, and Newman, 118, 120n,

121
Bombardier, 63n
Bomford, George, 22
The Bottomless Well, 172n
botulism, bioweapon potential of, 180b
Boyer, Herbert, 179n
Brasilsat, 144
Brattain, Walter, 16, 99–100
Brazil, aircraft industry, 63n
British Air Ministry, and jet engine

development, 45, 45n
British National Physical Laboratory, 117,

117n
Brown, Walter Folger, 37
Burroughs, share of computer market, 105n
Busemann, Adolf, 47n
Bush, Vannevar, 46, 72n, 73, 167n
Bush administration, 85, 144, 172–73,

173n, 179

calculators, automatic, 92
Caldwell, Frank, 41n
Calhoun, John C., 24
California Institute of Technology 179n

aeronautical engineering program, 49
Canada

aircraft industry, 63n
earth-observing satellite, 149
nuclear power, 79



206 SUBJECT INDEX

Canadian Geographic Information System,
145n

Cape Cod System, 96
capital

substitution for labor, 11n
U.S. military technology and, 11

Carnegie Mellon, computer science
department, 108

Carter, Jimmy, 149
Carter administration, 173n
Central Intelligence Agency. See CIA
Cerf, Vernon, 122–24, 127
chemical industry, 7n
Chen, Steve, 105
Chicago, politics in, 71n
Chicago Edison Company, 70–71
China, electricity production in, 85n
Christianity, 8n
CIA, surveillance satellite program, 134,

135n
civil aviation, development of, 47–48, 47n
Clarke, Arthur C., 138
Clean Air Act of 1970, 85
Clinton, Bill, 151
Clinton administration, 172–73, 173n
coal, for energy, 69, 85, 85n
Cohen, Stanley, 179n
cold fusion reactions, 81, 81n
Cold War, 183

computer industry and, 95
economic growth and, 168
rocket development and, 131–32
science and technology during, 72n

Collier Trophy research awards, 41n, 50, 53
Colossus computer, 93n
Columbia University, 73
commercial technology development, 4–5,

8–13
Commonwealth Edison of Chicago, 76
Communications Satellite Act, 138, 141
Communications Satellite Corporation. See

COMSAT
compressibility, research on, 44n
computer industry. See also electronic

digital computer
counterfactual analysis of, 109–10

counterfactual history of, 195–96
definition, 91n
development, 15, 91, 92n, 97, 105n,

192–93
technological maturity and, 165

computer networks. See also ARPANET;
Internet

growth of, 125n
computers

early U.S. support for, 97
integrated circuits, 98, 101
invention, 92–98
production, 109

computer science, 108–9, 109n, 116n
COMSAT, 138, 141–44, 142n
Concorde, 63n
Consolidated Edison of New York, 76
Consumers Power District of Nebraska,

76
Contract Mail Act of 1925, 37
Control Data, 102n, 106, 106n

first computer built by, 105
formation, 104n
share of computer market, 105n

Control Data CDC 1604, 105
Control Data CDC 3600, 105
Control Data CDC 6600, 104–5
cooperative research and development

agreements (CRADAs), 83–84,
173n, 182

Corning Glass, 145n
CORONA project, 134–36, 134n, 135n,

146, 146n, 147, 148, 152
counterfactual analysis, 8, 8n
Courier satellite, 138
CRADAs. See cooperative research and

development agreements
Cray-1, 105
Cray-2, 105–6
Cray-3, 106
Cray, Seymour, 104–5, 104n, 106
Cray Computer Corporation, 102n, 106
Cray Research, 105–6
Cray Y-MP supercomputer, 106
Crick, Francis, 179n
cryptology, 93–94



SUBJECT INDEX 207

Curtis Condor, 37
Curtis flying boat, 35–36, 35n
Cyclades, 123

Daimler, Gottlieb, 29n
Daniel Guggenheim Fund for the

Promotion of Aeronautics, research
grants to universities, 49

Dash-80, 57
Data General, 98
Davies, Donald, 117n
Davis, Lester, 105
DEC. See Digital Equipment Corporation
Defense Advanced Research Projects

Agency, 103n, 115n
Defense Calculator project, 94, 94n
Defense Communication Agency, 117, 123–

24
defense industry, 166n–167n, 176n

consolidation, 174–76
diversification, 173n
structural change, 166–76

de Havilland Comet, 47
Delbruck, Max, 179n
demand-side forces, 4n, 26, 99n, 170–171

and technical change, 9–10
demonstration and validation, 6
Detroit Edison, 76
developmental test and evaluation, 7b
Digital Equipment Corporation (DEC), 98
DNA, 179n
DOD. See U.S. Department of Defense
Domain Name System, 126
Douglas C-47, 55n
Douglas DC-1, 55n
Douglas DC-2, 37, 55n
Douglas DC-3, 43–44, 43n, 50, 55n, 64
Douglas DC-8, 57–58
Douglas DC-10, 65
drop forging, 28
Dryden, Hugh, 53
Dryden Flight Research Center, 42
dual purpose, definition of, 167n
dual use technology, 43, 171–74

military and civilian cooperation on, 146–
47

Dulles, Allen, 134
Duquesne Light and Power, 77
Durand, W. F., 49
Duryea brothers, 29n

Early Bird, 141
Earth Observing Satellite Corporation 149
earth-observing systems, 145–50

technological maturity and, 165
Earth Resources Technology Satellite, 147n
ECHO satellites, 139, 141
Eckert, J. Prosper, 15, 92–93
Eckert-Mauchly Computer Corporation,

93, 94n
economic development

computers in U.S. and, 110
defense and, 162n, 67–71
Internet and, 128
research in national laboratories and, 83
in the nineteenth century, 29
war and, historical perspective on, 3–8

economies of scale, 13
economy, structural change in U.S., 166–

76
Edison, Thomas A., 70, 118
Edison General Electric Company, 70
Einstein, Albert, 72, 72n
Eisenhower, Dwight D., 13, 54, 76, 130–

31, 135n, 136, 138, 153
Electric Control Company, 93
electricity, 69

environmental health implications of
production, 85

electric light and power industries, 69,
69n, 86, 163

technological maturity and, 164–65
electric utility industry, 70–71
electronic digital computer, 14, 177n

counterfactual history of, 195–96
development of 91-92, 93n, 192–93

Electronic Discreet Variable Computer
(EDVAC), 93

electronic mail, 122
Electronic Numerical Integrator and

Calculator, 92–93, 93n
electronic switching, development of, 99



208 SUBJECT INDEX

Embraer, 63n
energy. See also nuclear energy

alternative, 81–86, 165, 179
coal for, 69
research and development, 81, 83
sources of, 69, 85

energy laboratories, U.S. national, 82–84
Energy Policy Act of 1992, 71
Energy Research and Development

Administration, 83
energy shock of 1970s, 79–81, 82
Enfield Arsenal (United Kingdom), 10–11
engineering, 14
egineering and manufacturing

development, 6
Engineering Research Associates, 93–94,

94n
environment, research in national

laboratories and, 83
Ethernet, 121, 123
Europe, high-technology industry in, 168
European Conference of Post and

Telecommunication Administrations,
141

European Space Agency, 143–44
earth-observing satellite, 149

European Union, Galileo satellite system,
151

evolutionary model of technical change, 9,
11–12

evolutionary theory, in economics, 11n
Explorer satellites, 134

factor endowments, and technical change,
10–11

Fairchild, and surveillance satellite
program, 134

Fairchild-Hiller, ATS satellites built by,
142

Fairchild Semiconductor, 100
Fat Man plutonium bomb, 75
Federal Communications Commission,

private domestic satellites and, 143
Federal Technology Transfer Act of 1986,

83
Fermi, Enrico, 71

ferrite core memory, 104
fertilizer, land infrastructure and, 10
fiber-optical cables, 144–45, 145n
firearms. See also gun making

manufacture of, 15
Fisher, Howard, 145n
floating point arithmetic, 104, 104n
fluid dynamics, 34–35
food processing, 7n
Ford, Henry, 29

principles of mass production, 30
Ford Motor Company, 15, 28, 29

assembly lines, 30
Ford Trimotor, 36, 37b
Forrester, Jay, 95–98
France

aircraft industry in, 36, 36n, 63n
earth-observing satellite, 149
metallurgy in, 3
nuclear power in, 79
satellite program of, 143–44

Frankford Arsenal, 22, 31
freedom of space policy, 131, 153
full armory system, 25n

Galileo satellite system, 151
gateways, for Internet, 123
General Dynamics, 144
General Electric Company, 13, 46, 70, 77,

101
ATS satellites built by, 142
EROS project and, 148
share of computer market, 105n
surveillance satellite program and, 134

general-purpose technology, 5–8, 5n, 14
defense and, 159, 183–85
development of, 159, 159n, 191–94
electric light and power industries and,

86
future of, 176–82

geographic information systems (GIS),
136, 145–46

geophysics, 132–33, 132n
Georgia Institute of Technology,

aeronautical engineering program,
49b



SUBJECT INDEX 209

geoscience, 106
Germany

aircraft industry, 36, 36n, 45, 46, 47n
atomic energy research, 72, 75
high-technology industry, 168
nuclear power, 79
nuclear research, 77, 86
rocket development, 131–32
uranium fission experiments, 72

GIS. See geographic information systems
Global Positioning System (GPS), 151, 153

origins of, 152
Gloster Aircraft, 45n
Gloster E-28, 45
Gloster Meteor, 45n
Goddard, Robert, 131n
Goddard Space Flight Center, 61f
Goldstein, Herman, 93
Gottingen University, aerodynamic

research at, 34
GPS. See Global Positioning System
Great Britain. See also United Kingdom

aircraft industry, 63n
computer industry, 93n
metallurgy, 3

Groves, Leslie, 73, 75, 184
Grumman canoe, 56n
gun making

division of labor in, 22–23
from interchangeable parts, 23–25, 24n

Hahn, Otto, 72, 86
Hall, John H., 23–25, 24n, 25n
Hanford, Washington, 73, 73n
Harpers Ferry armory, 15, 21, 22–25

division of labor, 23
rifle works, 24, 24n

Hartman, Edwin, 49
Harvard Laboratory of Computer

Graphics, 145n
Harvard University, 92
health industries, technology development

in, 179, 181, 181n
Heinkel He 178, 45
hemorrhagic fever, bioweapon potential of,

180

Hewlett-Packard, 98
high-technology products, international

competition in, 168, 173
HINDSIGHT study, 4
Hiroshima, bombing of, 75
history, evolutionary theory in economics

and, 12
Hollerith, Herman, 91
Hughes Aircraft, 149

ATS satellites, 142
INTELSAT, 141
SYNCOM satellite program, 140

hydrogen
electrolytic production of, 85
as fuel, 85–86, 179

hydrogen economy, 179n

IBM, 102n, 106n, 110, 178
antitrust suit against, 95n
calculator development, 92
commercial computer development, 95
Defense Calculator project, 94, 94n
early computers, 94, 94n–95n
SABRE airline reservation system, 107n–

108n
SAGE, 96–98
share of computer market, 105, 105n

IBM 701 computer, 94, 94n, 103
IBM 702, 704, 705 computers, 103
IBM 7090, 98n
IBM Stretch, 103–4
IBM System 360, 104, 108
Illinois, electric utility industry in, 70–71
India

communications satellite, 144
earth-observing satellite, 149
electricity production in, 85n

Indonesia, communications satellite, 144
induced technical change, 9–11
industrial innovation, government policies

on, 83–84
industrial revolution, 69
industry, technology transfer in U.S., 4
innovation

factor prices and, 10
industrial, government policies on, 83–84



210 SUBJECT INDEX

innovation (continued)
institutional, 69–70, 116n

Internet and, 116, 123–26
product cycles and, 163
in SAGE system, 96–98, 98n

Institute of Aeronautical Sciences, 42
Institute of Geodesy, Photogrammetry and

Cartography, 146n
institutional innovation, 69–70, 116n

Internet and, 116, 123–26
Insull, Samuel, 70–71
integrated circuit, 98, 100, 103, 104

definition of, 99n
Intel

microprocessor development, 100–101,
103

metal oxide semiconductor technology
and, 100n

programmable chip, 102
INTELSAT Interim Communication

Satellite Committee, 141
INTELSAT system, 122, 138, 141–45,

142n
interchangeable parts, 15, 22–27

development of, 24n, 191
intercontinental ballistic missiles, 132,

136n, 144n, 146n, 154
interface message processor, 118, 121
internalist interpretations, 8–9
International Conference on Computer

Communications (1972), 119–21
International Corporation for Assigned

Names and Numbers, 126
International Geophysical Year, 132–33,

132n, 136, 153
International Telecommunications Satellite

Consortium. See INTELSAT system
International Thermonuclear Experimental

Reactor fusion energy project, 81n
Internet

counterfactual history of, 195–96
demonstration of, 120
development of, 122–27, 193
institutional innovation and, 116, 123–

26
invention of, 16

privatization of, 125–26, 125n
productivity growth and, 128
service providers, 126
technological maturity and, 165

invention factory, 70
ITT, fiber-optic cable and, 145n

Japan
automobile industry, 164
computer industry, 103, 106n–107n
defense, 174
earth-observing satellite, 149
high-technology industry in, 168
nuclear power, 79
nuclear research, 77
technical change in agriculture, 10
WWII surrender of, 75

Japanese Earth Simulator, 106
jet propulsion, development of, 44–45,

191–92
Jet Propulsion Laboratory, 60
Johnson, Clarence, 53n
Jones, Robert T., 47n
Joukowski, Nicolai, 34
Junkers, Hugo, 36
Junkers J-1, 36
Junkers J-13, 36
Juno (rocket), 134
Jupiter C missile, 133–34, 134n

Kahn, Robert, 121–24, 127
Kaiser Wilhelm Institute, 72
KC-135 Tanker, 57, 57n
Kefauver, Estes, 141
Kelly, Mervin, 14, 99
Kelly Act of 1925, 37
Kennedy, John F., 138, 139
Kerr, Robert, 140–41
Keyworth, George, 167n
Kilby, Jack, 100
knowledge, scientific and technical

models of, 50, 51, 167n, 168–71
Korean War

aircraft used in, 47
computer industry and, 94

Kutta, Wilhelm, 34



SUBJECT INDEX 211

labor, mechanical power and, 10
labor productivity

in computer industry, 109
in U.S., 167n

Lancaster, Fredrick, 34
land, fertilizer and, 10
Land Remote-Sensing Commercialization

Act of 1984, 149
Land Remote-Sensing Policy Act of 1992,

149
Landsat, 147–50, 153

chronology of launches, 150
Langley Field, 40–41, 40n, 42, 47n, 48
LANs. See local area networks
LARC, 103–104
lasers, 7n
Lawrence Radiation Laboratory, 82
leading sector, 164n
Lee, Roswell, 23
Lesley, Everett P., 40–41, 49
Licklider, Joseph, 115–16, 116n, 127, 184
lift, circulation theory of, 34
Lilienthal, David, 84b
Little Boy uranium bomb, 75
Livermore National Laboratory,

computational demands of, 103–104
local area networks (LANs), 121
Lockheed Aircraft Corporation, 53n

military aircraft, 58–60
surveillance satellite program and, 134

Lockheed Air Express, 42
Lockheed L1011, 65
Lockheed-Martin

Landsat and, 149
military aircraft, 63

lock-in, 12–13
Los Alamos National Laboratory,

computer use by, 94, 103–4

machine tools, arrangement of, 29, 29n
machine tool industry, 7n, 27

development of, 25n, 31
mainframe computers, 102n
Manhattan Project, 15, 69, 73, 73n, 82,

86
cost of, 75

Manufacturers Aircraft Association, 40n
manufacturing

American system 3, 15, 21
Ordnance Department and, 31

Massachusetts Institute of Technology
aeronautical engineering program, 49
collaboration with IBM, 95, 96, 98n
computer science department, 108
Lincoln Laboratory, 95, 117
Project MAC, 108n
Servomechanisms Laboratory, 95

mass marketing, 27
mass production

definition of, 27
emergence of, 27–30
Fordist system of, 21, 30
technological maturity and, 164
of transistor radios, 101

Mauchly, John W., 15, 92–93
McCook Field, 40n, 41n
McNary-Watres Act, 37b
Meade, James M., 48n
mechanical power, and labor, 10
mechanical technical trajectory, 10
Medaris, John B., 133–34, 134n
medical industry, 7n
memory chip, 99n, 100–101, 103

transistor density on, 101, 102
metal lathe, 23
metallurgy, 3, 27–28
metal oxide semiconductor, 100n
metal stamping, 28
metalworking, 28

machine technology in, 26
Metcalf, Robert, 121, 123
Meteorological Satellite Program, 136–37
microcomponents, 99n
microcomputer, 98, 98n, 101–2
microeconomic theory of induced technical

change, 10
microprocessors, 99n, 100–101, 165

counterfactual history of, 195–96
transistor density on, 101, 102

Microsoft, 12
microwave ovens, 7n
military, U.S. spending on, 11n, 159, 161



212 SUBJECT INDEX

military and defense-related procurement
definition of, 5
expenditures on, 4, 4n
pipeline model of, 12, 168–71
technology development and, 5, 5n

MILNET, 124–27, 172
mineral industries, 27–28, 27n
minicomputers, 98, 108, 165
mining, 28n
Minuteman II missile, 101
missiles, 130–34
Mitsubishi, 77
Model T, 29–30
Moffett Field, 42
molecular biology, 178–79
Moore, Gordon, 100, 101
Moore School of Electrical Engineering

(University of Pennsylvania), 15, 92–
93

Moore’s Law, 101, 102, 165–66
Mosaic, 127n
Munk, Max, 41

NACA, 15, 33, 64, 38, 38n–39n
1950s budget, 53, 54
aeronautics research and development,

33, 39–44, 48–54, 48n
aircraft development and, 36–54
aircraft engine research, 42, 42n
engineering orientation of, 49
governance of, 52–53, 52n–53n
High Speed Flight Research Station, 53n
research by, 43, 44n, 49–50
research awards received, 50
Special Committee on Jet Propulsion,

46
wartime contributions, 48

NACA Cowling, 42, 50
Nagasaki, bombing of, 75
NASA, 16, 136, 136n

aeronautics research at, 60–62
ATS program and, 142–43, 142n
commercial aircraft development and, 62–

63
computer use by, 105
creation of, 132

Earth Resources Technology program,
147

ECHO satellites, 139
and Landsat, 149
major installations of, 61
NACA absorbed into, 15, 33, 60
procurement by, 5
space communications programs, benefits

of, 143n
and space shuttle launches, 144n
weather satellites, 137, 137n

National Advisory Committee for
Aeronautics. See NACA

National Aeronautical Research Policy, 48n
National Aeronautics and Space

Administration. See NASA
National Bureau of Standards, 53. See also

National Institute of Standards and
Technology

aeronautical research and, 38
ARPANET and, 118
assessment of jet propulsion, 45n
computer use by, 93n

National Center for Atmospheric Research,
computer use by, 105

National Center for Supercomputer
Applications, 127n

National Committee on Aeronautics, 38,
182

National Competitiveness Technology
Transfer Act of 1989, 83

National Defense Research Council, 72n
National Institute of Standards and

Technology, Advanced Technology
Program, 173n, 182, 182n

National Institutes of Health, 179
national laboratories

computational demands of, 103
definition of, 84
nuclear research, 82–84

National Oceanic and Atmospheric
Administration, Landsat and, 149

Polar Orbiting Environmental Satellites,
137n

National Research Council, and aeronautics
research, 39–40



SUBJECT INDEX 213

National Science Foundation, 179
Internet and, 125, 127

national security
defense and, 162
Landsat and, 147n
research in national laboratories and, 83

National Security Agency, computer use
by, 94n, 104

natural gas, 85, 85n
for energy, 69

Naval Aircraft Factory (Philadelphia), 35n
Naval Communications Supplemental

Activity, 93–94
Navstar, 151, 152b
NCR, share of computer market, 105n
Netscape, 127, 127n
network externalities, 13
New England armory system, 21. See

also American system of
manufacturing

new imperialist geography, 146n
Newton, Isaac, 131n
New York University, aeronautical

engineering program, 49
Nimbus project, 137
Nixon, Richard M., 142n, 180b
Norris, William, 104n, 105
North, Simon, 25
North Atlantic Treaty Organization,

defense and, 174
Northrop Aviation, 94n
Noyce, Robert, 100
NSFNET, 125, 127n
nuclear energy, 71–81, 181

research on, 77–79
nuclear fission, 71, 72n
nuclear power

commercial plants, 76–77, 78
cost inflation, 79–80
development, 13, 15, 75–77, 86–87,

192
future of, 80–81, 86–87
growth of, 69
safety standards for, 80
technological maturity and, 165
U.S. production, 80n

nuclear reactors
first U.S., 15
types of, 13, 15, 76, 76n, 77, 79, 80

Nuclear Regulatory Commission, 80
nuclear waste, 81
nuclear weapons, 71–75

computational demands of, 92–93, 93n
development of, 75, 82
first atomic testing, 73

Oak Ridge, Tennessee, 73, 73n, 77
National Laboratory, 82–83

office machines, 91
Office of Management and Budget,

Landsat and, 148, 148n
Office of Naval Research, computer

development funding by, 95
Office of Scientific Research and

Development, 72n, 73
Ohain, Hans von, 45, 64
Ohio State University, geodetic sciences at,

146n
oil

for energy, 69
prices in 1970s, 79–81

Olson, Kenneth, 98
Open Skies, 131, 136
operational system development, 6
operational test and evaluation, 7
Operation Paperclip, 47n
Oppenheimer, Robert, 73

packet radio network, 121–23
packet switching, 117–20
paradigm shifts, theory of, 14n
parameter variation, method of, 40–41,

40n–41n, 42, 49
passenger aircraft industry, 37b–38b
path dependence, 12–13

of aircraft propulsion development, 44–
45, 47–48

of nuclear power development, 79
of technical change, 9

PDP-1 computer, 98
PDP-8 computer, 98, 101
Perry, William, 174–76



214 SUBJECT INDEX

personal computers, 96, 98n, 101–2, 102n
petrochemical industry, 69
Peugeot, Armand, 29n
pharmaceutical industry, technology

development in, 179
Pierce, John R., 138
pipeline model, of military procurement,

12, 168–71
plague, bioweapon potential of, 180
planar process, 100
plutonium, in nuclear weapons, 73–75,

73n
politicians, wealth and, 71n
polya processes, 12
Pope, Albert A., 28n
Post Office Department. See U.S. Post

Office Department
Potomac armory, 23n
Powell, John Wesley, 28n
Power Demonstration Reactor Program, 76–

77
Power Jets, 45n
Powers, Francis Gary, 135
Prandtl, Ludwig, 34, 41, 49, 50
Pratt and Whitney aircraft engines, 55

fan-jet, 57n
President’s Advisory Committee on

Uranium, 72
presumptive anomaly, 13–14, 14n
product cycle model, 163, 163n
productivity growth

military research and development and,
169–170

technological maturity and, 165–66
Project TIROS (Television and Infra-Red

Observation Satellite), 137, 137n
Project Vanguard, 132–33, 136
propellers

analysis of design, 40–41, 49
variable pitch, 41

Public Utility Regulatory Policies Act of
1978, 85

quasi-reversibility, 13
QWERTY, 12–13

radar system, distributed, 96
radical technology, 13–14
radio, 7n
Radio Corporation of America. See RCA
RAND Corporation, 107n, 117, 134n, 144
Raytheon, 96, 101
RCA, 96, 101, 178

MOS transistor, 100n
RELAY satellites, 139–40
share of computer market, 105n

RCA Astro-Electronics, 149
Reagan administration, 144, 167n
Redstone Arsenal (Huntsville, Alabama),

131–33
Redstone rocket, 132
RELAY satellites, 139–41
Remington Rand, 93, 94, 96, 104n, 110
renewable energy, 85, 165, 179
research. See also research and

development; research and
technology development

applied, 100
basic, 6, 100, 177–78

federal support for, 167n
development, test, and evaluation, 6
scientific, U.S. preeminence in, 178n

research and development, 7
for aviation, 33
defense and defense-related, 5, 159
funding sources for, 160
private and social rates of return on, 169–

170
property rights of federally funded, 83–

84
public-sector, 170
U.S. defense-related expenditures on, 3

and productivity growth, 4, 4n
research and technology development, 60n
revolutionary technology, 13–14
Rickover, Hyman, 77, 184
rifles

breech-loading, 23–24
field repairs to, 24
production at Harpers Ferry armory, 24,

24n



SUBJECT INDEX 215

Roberts, Lawrence, 116–18, 121
rockets, development of in Germany, 131–

32
Rollwagen, John, 106
Roosevelt, Franklin D., 38b, 72, 72n, 167n
Rosen, Harold, 140
routine, 11
Rover Company, 45n
Russia, aircraft industry in, 36

SABRE airline reservation system, 107n–
108n

Sachs, Alexander, 72
SAGE, 95, 107, 107n, 115, 171

innovations in, 96–98, 98n
satellites, 130–34

communications, 16, 138–45, 153
development of, 193
earth-orbiting, 16, 131n, 133, 134, 145
geostationary synchronous, 140
geosynchronous, 139–40n
international competition in, 143–44,

143n
privatization of launch services, 144
low earth-orbiting, 145
privately operated U.S., 143
surveillance, 134–36
weather, 136–37

satellite packet switching network, 122,
123

Scantlebury, Roger, 117–20
Schairer, George, 56
science

advances in technology and, 27n, 100,
118

big 70, 82, 183
research in national laboratories and, 83
technical change and, 4

science push invention, 99n
Scientific Data Systems, 98
SCORE satellite, 138
SDI. See Strategic Defense Initiative
second sourcing, 101
Selective Sequence Electronic Calculator,

92, 94

SEMATECH. See Semiconductor
Equipment Manufacturing
Consortium

Semi-Automatic Ground Environment. See
SAGE

semiconductors, 98. See also Computer
industry

definition, 99n
applications, 101

Semiconductor Equipment Manufacturing
Consortium (SEMATECH), 103,
103n, 172, 182

semiconductor industry, 99–103, 109
development of, 193
productivity growth in, 165–66
technological maturity and, 165

sewing machine industry, 26
Shockley, William, 16, 99–100, 100n, 177
shuttered box, 146–47, 146n
Siemens, 77
silicon, 99n, 100
Singer Manufacturing Company, 26
Small Business Innovation Research

Program, 173n, 182
smallpox, bioweapon potential of, 180b
Smithsonian Institution, 38, 39n
software. See also computer industry

military procurement and, 107
mass-market, 108
production of, 109
spin-offs, 108n

Sommerville, Brehon, 73
sound barrier, 50b, 53, 53n, 54
Soviet Union

bioweapons research, 179, 180
nuclear power in, 79
nuclear research in, 77
Sputnik launch, 54, 60, 130, 153
U.S. aerial reconnaissance over, 135,

135n
Space Act of 1958, 16
space communications, 138–45

development of, 193
technological maturity and, 165

space flight, 136n



216 SUBJECT INDEX

space industries. See also Global
Positioning System; satellites

counterfactual analysis of, 153–54
space program, transition from military to

civilian, 60
space race, 130
space technology, 16
SPAD XIII, 36n
Sperry Corporation, 104n
Sperry Rand, 104n

share of computer market, 105n
spillover. See also spin-off

defense-to-civilian in software industry,
108n

definition of, 167n
spin-off, 5, 7n–8n, 62, 167–71, 180

definition, 167n
direction, 16
software industry and, 108n

spin-on, 5
definition, 181
potential for in biotechnology, 180–181

Springfield Armory, 15, 21, 22–25, 30
division of labor, 23
gun making, 23n
technical change in, 10–11

Sputnik launch, 54, 60, 130, 153
stamping technology, 28
Standard Eastern Automatic Computer,

93n
Stanford University, 122

aeronautical engineering program, 49b
computer science department, 108

Starr, Chauncey, 86
Star Wars. See Strategic Defense Initiative
static assembly, 29
steam engine, 3
Stevenson-Wydler Technology Innovation

Act of 1980, 83b
Strassman, Fritz, 72, 86
Strategic Air Command, U.S., first jet

bomber used by, 56
Strategic Defense Initiative (SDI), 183,

183n–184n
submarines, nuclear, 13, 15, 76n, 77

super calculator, 92
supercomputers, 103–6, 106n, 109–10

future of, 106
superjumbo jet, 63n, 65
supersonic flight, research on, 51–53, 52n–

53n
Supersonic Research Center, 51–52
supersonic transport, 63n
supply-side forces, 4n, 170–171, 174

and technical change, 9–10
Sweden, nuclear power in, 79
Sylvania, 101
SYNCOM satellites, 140, 141
Systems Development Corporation (SDC),

107n
Szilard, Leo, 72

Talbot, George, 25n
Taylor, Robert, 116–18
TCP/IP, 123, 124, 126–27
technical change

in agriculture, 10
in commercial technology development,

8–13
defense and defense-related, 14
evolutionary model of, 9, 11–12
induced, 9–11, 26
science and, 4

technical interrelatedness, 13
technological maturity, 163–66
technology. See also technology transfer

advances in science and, 100, 118
big, 183
complementary military and commercial,

163–64
early-stage development, 100, 177–78,

177n
search for new, 11
push, 174

Technology Reinvestment Program (TRP),
172–74

technology transfer, 168
difficulty of rapid, 21
international, 164
from military procurement, 62



SUBJECT INDEX 217

research in national laboratories and, 83–
84

in U.S. industry, 4
Telnet, 121
Telstar, 139
Terminal IMP (TIP), 121, 124
Texas Instruments, 100
Theodorson, Theodore, 42
Thomas, Albert, 52–53
Thompson, Ramo, Woodridge, 142n

INTELSAT built by, 141–42
Thompson-Huston Company, 70
time-share computing, 116
Tomlinson, H. H., 145n
TRACES study, 4
Transcontinental and Western Airlines. See

TWA
transistor, development of, 15–16, 99–100
transistor radio, 101
Transmission Control Protocol. See TCP/IP
Trinity plutonium bomb, 73
Tsiolkovsky, Konstantin Eduardovich, 131n
Tularemia, bioweapon potential of, 180
turbofan, 44n
turbojet, 13–14, 44n, 57n

development of, 45
turboprop, 44n
Turing, Alan, 93n
TWA, 37

U-2 spy plane, 130–31, 135, 135n
Udall, Stewart, 147
Unitary Wind Tunnel Act of 1949, 52n
United Airlines, 37b
United Kingdom

aircraft industry, 36, 45–46
development of packet switching, 117,

117n
nuclear reactors, 79

Universal Automatic Computer
(UNIVAC), 93

University of California, Los Angeles, 121
University of California Radiation

Laboratory, 73
University of Hawaii, 121

University of Michigan, aeronautical
engineering program, 49

University of Washington, aeronautical
engineering program, 49

UNIX operating system, 108n
uranium, 72, 86

enrichment facilities, 79n
in nuclear power, 79
in nuclear weapons, 73–75, 73n
supply of, 75–76, 80

U.S. Air Force, 52. See also U.S. Army Air
Force

aircraft used by, 60–62
ARPANET and, 118
Boeing aircraft and, 56, 63n
commercial aircraft development, 62–63
Navstar and, 151, 152
satellite programs, 134, 134n, 135n,

137, 144n
SAGE system, 95–98
supersonic fighter aircraft, 54
weapons procurement, 173n–174n

U.S. Army. See also Army Corps of
Engineers

airmail service and, 38
Army Ballistic Missile Agency, 133–34,

136
Army Ballistic Research Laboratory, 15,

92–93
Army Ordnance Ballistic Missile Agency,

60
Army Signal Corps, 16

Engineering Laboratory, 101
first airplane purchased for, 34, 34n
semiconductor industry and, 101
atom bomb development and, 72–73

U.S. Army Air Force. See also U.S. Air
Force

aeronautical research and development,
41n

jet engine development and, 46
U.S. Bureau of Census, computer use by,

93
U.S. Department of Agriculture, Landsat

and, 148



218 SUBJECT INDEX

U.S. Department of Commerce
airline development and, 37
Bureau of Aeronautics, 40
NACA and, 52n–53n

U.S. Department of Defense. See also
Advanced Research Projects Agency

Boeing tanker aircraft and, 63n
communications satellite program, 138
computer development funding, 95, 108n
computer use by, 105
defense industry diversification, 173n
director of defense research and

engineering, 132
Internet and, 126–27
procurement costs, 172
research and development, 6–7, 60,
as software market, 107

U.S. Department of Energy, 83, 84
national energy laboratories, 82–84

U.S. Department of Interior, Landsat and,
147–48

U.S. Geological Survey, 28n, 146–49
U.S. Navy

aircraft factory, 35n
aircraft production, 35n
WWI aircraft used by, 35–36, 35n
computer use by, 104
cryptology for, 93–94, 93n
nuclear submarines, 13, 76n, 77

U.S. Ordnance Department, 22, 25
U.S. Post Office Department, airline and

aircraft development and, 37–38
USSR. See Soviet Union
U.S. Strategic Air Command, first jet

bomber used by, 56
U.S. War Department, arms purchases

and manufacturing, 22, 24–25, 24n,
30

U.S. Weather Bureau 137
computer use by, 104, 105

Valley, George E., Jr., 95
Van Allen, James, 134
Van Allen belts, 134
Vanguard rocket, Test Vehicle 3, 133, 134
von Braun, Werner, 131–34, 134n, 136

von Karman, Theodore, 47n, 49, 50b
von Neumann, John, 93, 93n
von Neumann architecture, 93, 107
V-2 rocket, 131

Wadsworth, Decius, 22
wages, 26
Walcott, Charles D., 39n
Wang, 98
war

economic development and, 3–8, 183–
85

technology development and, 16
Washington, George, 22
water, electrolyzing, 85
Watson, James, 179n
Watson, Thomas, Jr., 95n
Watson, Thomas, Sr., 94
weapons procurement, 171n, 172

commercial approaches to, 173n–174n
Weather Bureau. See U.S. Weather Bureau
weather satellites, 136–37
Webb, Del, 184
Webb, James E., 136n
Weed Sewing Machine Company, 28n
Westar I, 143
Western Electric, 101
Western practice, 29
Western Union, 124

privately operated satellite, 143
Western Wheel Works, 28, 28n
Westinghouse, 13, 46, 77
Wheeler and Wilson Manufacturing

Company, 26
Whirlwind computer, 115
Whirlwind Project, 95–98, 95n
Whitcomb, Richard, 53–54
Whitney, Eli, 24n
Whittle, Frank, 45, 45n, 46, 64
Wilkinson, John, 3
Williams, David, 140
wind tunnels, 40–41, 48–50, 56–57

for high-speed flight research, 53n
for supersonic research, 51–52, 52n
transonic, 50
variable density, 41



SUBJECT INDEX 219

Wolf, K. B., 56
World Geodetic System, 146
World War I

aeronautics research, 39–40, 64
aircraft industry, 35–36, 35n, 36n

World War II. See also Manhattan Project
aircraft used in, 43, 46
Boeing aircraft used in, 54–55
science and technology during, 72n

World Wide Web, 126, 126n
Wright, Wilbur and Orville, 34–35, 40n, 64
Wright Field, 56
Wright Flyers, 36, 36n, 64

XB-47 (bomber), 47, 56–57
Xerox, 178

Yankee Atomic, 76


	Contents
	1 War and Economic Growth
	Historical Perspectives
	Rate and Direction of Technical Change
	Induced Technical Change
	Evolutionary Theory
	Path Dependence

	Radical Technology
	The Book Plan

	2 Interchangeable Parts and Mass Production
	Interchangeable Parts
	Springfield and Harpers Ferry
	Diffusion of the Armory System

	Mass Production
	Bicycle Manufacture
	The Model T Idea

	Perspective

	3 Military and Commercial Aircraft
	Struts, Wires, and Glue
	The NACA Era
	Policy Advice
	Wings and Propellers
	Jet Propulsion
	High-Speed Flight

	Military and Commercial Aircraft at Boeing
	Wartime Success
	The Design Revolution

	The NASA Era
	Aeronautics Research at NASA
	International Competition

	Perspective

	4 Nuclear Energy and Electric Power
	The Electric Utility Industry
	Nuclear Energy
	Atoms for War
	Atoms for Peace
	Cost Inflation

	Alternative Energy
	Perspective

	5 The Computer Industry
	Inventing the Computer
	Firing Tables and Cryptology
	Whirlwind and the Semi-Automatic Ground Environment

	Semiconductors
	Supercomputers
	Software
	Perspective

	6 Inventing the Internet
	Creating ARPANET
	Packet Switching
	Learning by Using

	Designing the Internet
	Institutional Innovation

	Perspective

	7 The Space Industries
	Missiles and Satellites
	The German Rocket Team
	Project Vanguard
	Jupiter and Explorer

	CORONA
	Weather Satellites
	Space Communications
	Experimentation
	Commercialization

	Earth-Observing Systems
	Geographic Information Systems
	Landsat

	Global Positioning
	Perspective

	8 Is War Necessary?
	Technological Maturity
	Structural Change
	Spin-Off
	Dual Use
	Consolidation

	A Future for General-Purpose Technologies?
	Private Sector
	Public Sector
	Is War Necessary?

	Perspective

	Appendix 1: From Concept to Commercial Development: Seven General-Purpose Technologies
	Appendix 2: Computers, Microprocessors, and the Internet: A Counterfactual History
	Author Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	Y
	Z

	Subject Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y




